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PREFACE

This Proceedings contains the plenary lectures and the regular papers presented at the 9th
Summer School Sozopol’12, which took place in Sozopol, Bulgaria, between 07 and 09 Sept.
2012 in the framework of the “Days of the Science of the Technical University of Sofia”.
The Summer School covers the advanced aspects of Theoretical Electrical Engineering and
it is a platform for postgraduate training of Ph.D. students and young scientists. During
the Summer School well-known experts presented some advanced aspects of circuits and
systems theory, electromagnetic field theory and their applications. Apart from the educa-
tional part of the Summer School a presentation of original authors” papers took place.

The main topics of the Summer School Sozopol’12 include Circuits and Systems Theory and
Applications, Signal Processing and Identification Aspects, Electromagnetic Fields, Theo-
retical Concepts, Applications and New Approaches in Educating Theoretical Electrical
Engineering. The Summer School Sozopol’12 has been organized by the Department of
Theoretical Electrical Engineering of the Technical University of Sofia with the main spon-
sorship of the Research and Development Sector of the Technical University of Sofia. At
the time of this year’s Summer School, a 7t FP project “South-East European TSO Chal-
lenges - SEETSOC” workshop took place. The papers presented during the workshop are
also included in the proceedings.

This has been the ninth edition of the event, after the Summer Schools in 1986, 1988, 2001,
2002, 2005, 2007, 2009 and 2010. The Summer School is under the patronage of the Interna-
tional Symposium on Theoretical Electrical Engineering (ISTET) and it is a regular ISTET
event. There were 63 participants from 8 different countries at the Summer School this
year. There were 7 plenary lectures and 39 regular papers that are published in this Pro-
ceedings. Providing the recent advances in Theoretical Electrical Engineering the Proceed-
ings will be of interest to all researchers, educators and Ph.D students in the area of Elec-
trical Engineering.

Special thanks are due to the Research and Development Sector, Faculty of Automation
and the Section of Social Services of the Technical University of Sofia about the overall
support of the event. We would like to thank to the company h.o.-COMPUTER Software
GmbH, a reseller of Intel Software Tools. Because of the good collaboration with ISTET,
this year the company had a booth, presented their new products and partially sponsored
the Summer School. We also would like to thank to the IEEE Bulgaria CAS Chapter and
the World Scientific and Engineering Academy and Society (WSEAS), which also partially
sponsored the event. We hope to meet again in the following edition of the Summer
School to continue the good tradition and collaboration in the field of Theoretical Electrical
Engineering.

Organizing Committee
Sofia, October 2012



CONTENTS

PLENARY LECTURES
1. Elissaveta Dimitrova Gadjeva, Computer-aided approaches

to diagnosis of analog CIrCUItS ........cecevveerieeriiiiiircecccc e 1
2. Tuan D. Pham, Image and signal analysis for personalized modeling

in medicine and mental health ... 14
3. Simona Kirilova Filipova-Petrakieva, Stationary states analysis

in linear electric circuits by graphs theory ...........ccccoviiiiniiinniinnns, 20
4. I G. Koprinkov, K. A. Stankov, A watt-level femtosecond fiber

laser working in dissipative soliton regime..............ccccocoeinniiinniiinnnnn, 32
5.  Georgi A. Nenov, A method for transformation of nullor RC-networks

into equivalent OA-OTA-C- CITCUILS ......ccvveerreireireircircereenceeeen, 40
6. R.P. Tasheva, V. Taneva-Toncheva, S. Tasheva, Physical

parameters and possible exitation mechnisms for a sample

of seyfert galaxies ..., 50
7. Stefcho Georgiev Guninski, Determination of the parameters

of measurement scheme by shock excitation using FEM........................... 56

SECTION 1 - CIRCUITS AND SYSTEMS THEORY, APPLICATIONS

1.

Galina Cherneva, Elena Dimkina, A simulink model of
synchronization of Lorenz-based chaotic system............cccccceeiriinennnnee. 64

Rumen Yordanov, Georgi Tsenov, Valeri Mladenov, Application
of neural networks with different parameters for daily electric load
forecast PrediCtion ... 68

Zvezditza Nenova, Toshko Nenov, Stephan Kozhukharov,
Nedyu Nedev, Humidity sensing elements based on ce-doped SIO,
films prepared via a sol-gel method..........cccocooiiiiiiie, 74

Vasilina Georgieva Zlatanova, Nikola Petrov Georgiev, Researching
of tactile sensors resonant type .........ccoecvieiniiiniiinniniee 80



5. Irena Nikolova, Milka Vicheva, Kalinka Todorova, European

requirements for electromagnetic compatibility .........cccccceiiniininnnnn

6. Kalinka Mitkova Todorova, Stefcho Georgiev Guninski, Study in
modern software impact of electrical conductivity the signal

output with pulse eddy current NDT .........cccccooiiniiiiiiieceeees

7. Kalinka Mitkova Todorova, Jivko Asenov Daskalov, Study of a
promiscuous T - shaped bridge circuit with eddy current

B ANISAUCET ..ot e e e e e e e e e e e eaeaaeeseeeaesaaaaaaaaaaesseseasssssnnnasaasesssesannes

8.  Vasil Bachvarov, Performance comparison of GPU and CPU

implementations of the conjugate gradient method.................cccccceeee

9. Stoyan Kirilov, Simona Petrakieva, Valeri Mladenov, Analysis
of RM, LM and CM circuits with one memristor and sources of a
sine voltage and current ............cccoooeviiiiiiiiiniiiine

10. Stoyan Kirilov, Svetoslav Dichev, Ivan Trushev, Valeri Mladenov,
Analysis of a LCM equivalent circuit of memristor and impulse
VOIEAZE SOUICES. ...ttt

11. Georgi Komsalov, Georgi Tsenov, Valeri Mladenov, Optimisation
procedure for determination of the optimal parallel lines for 110 KV
electric power distribution systems.............ccocoiviiiiniiniiniiniiiee

12. Anumonuo Andono8, Curbua Audonoba, Mapuana MuxoBa,
VlHBapmaHTV Ha YyBCTBUTETHOCTTA Ha YeCTOTHO CEJIEKTMBHN
KOMYHVIKAIIVIOHHVE BEPUATL «....eenvevinrenenereeenensesesesesesensesenseseneesessssensesensenens

13. Baaeumuna TaneBa-Tonueba, UBan Taneb MBarob, Padocmuna
IleneBa TaweBa, YHVIBepcasleH yITPaBMOJIETOB OITHUYEH
MuKpockor 1 rife beam ray (RBR) - nBe oTkputist 6e3 aBTopCTBO .......

SECTION 2 - THEORETICAL CONCEPTS, SIGNAL PROCESSING
AND IDENTIFICATION ASPECTS

1. Lubomir Kolev, Real eigenvalue range determination for the
interval generalized eigenvalue problem..........ccccccveenecneincinecnnnene.

2. Lubomir Kolev, Relations between margin of stability, stability
radius and regularity 1adius .......cccocecveineineinein e



10.

11.

12.

13.

Valentin S. Mollov, Yancho Z. Kolev, Hardware authentication
module using feige-fiat-shamir zero-knowledge algorithm ................... 155

Jordan Shopov, Galia Georgieva-Taskova, Simona Filipova-
Petrakieva, Electrical losses in semi-conductive devices ........................ 162

Stoyan Hristov Bozhkov, Matlab oriented model of photovoltaic
module considering the enviironmental factors...........ccccocceveeeinccinncnnnnee. 168

Stoyan Hristov Bozhkov, Factors infliencing electrical performance
Of PhotoVOltaiC SYStEMS ........cuivviiiieiiiiciccec s 174

Atanas Chervenkov, Automating determination of the optimum
power and number of transformation station in the residential part
Of SEHIEMENLS ... 180

Nikolina Petkova, A new method for a real state of power
transformers based on the area of partial discharge..............ccccccccennennee. 185

Ivan Mitkov Trushev, A simulink model of a DC/DC buck
converter controller based on the general sliding mode control............. 190

Tana Memooue6a CmoanoBa, Adpuana Handeno6a bopodxueba,
CuHTes 11 aHaJIM3 Ha HUCKOYEeCTOTHY M BUCOKOYECTOTHY aKTUBHU
OukBampaTHM PUITPOBU 3B€Ha ¢ M3oi3BaHeTo Ha Matlab

VI MCTOCAP ..ttt 196

Tana Memooue6a CmoanoBa, Adpuana HandenoB6a bopodxueba,
CuraTes 1 aHarm3 Ha peakTrsHY (LC) drurTpu ¢ M3non3BaHeTo Ha
Matlab 11 MICIOCAP ....eevveviieiiieiiieieieieieeieretreeereeseeeee e 203

Tana MemooueBa CmoanoBa, Adpuana HaiidenoBa bopodikueBa,
CuHTes 11 aHaJIN3 Ha TPeNTAII Kpbrose C u3loiIsBaHeTo Ha Matlab
VL MCTOCAP ..ttt ettt 209

I'eopeu Pawko8 I'eopeueb, Tana MemoodueBa CmoanoBa, Hadexoa
JIuo3zoBna E6cmamueBa, [JJumuo Bacure8 Kupsaxob, OrieHsiBaHe Ha
poJIsiTa Ha MSCTOTO VI TOJIEMIMHATa Ha KaralyTeTa Ha KOHeH3aTopa

B [IapaMeTPUYHNTE VHIYKTUBHO-KAITAIUTVBHY CTa0MIIN3aTOPH

HAa TOK VI HAITPEIKEHVIE .......eeuverrerenrinrersiemeeneentetesensessessesseesesseessensensensessensenne 215

VIl



SECTION 3 - ELECTROMAGNETIC FIELDS, NEW APPROACHES
IN EDUCATING THEORETICAL EE

1. Kostadin Brandisky, Optimization of 4-pole small DC machine
using fem and evolution strategy ...........ccocccvecveineineineineereeeeen

2. Snejana Terzieva, Ivan Tabahnev, Simeon Vladov, An application
of Matlab and Orcad PSpice for the education on the subject
“Circuits and signals”, Part L..........ccccocooiiiiiiniiiie,

3. Snejana Terzieva, Ivan Tabahnev, Simeon Vladov, An application
of Matlab and Orcad PSpice for the education on the subject
“Circuits and signals”, Part IL..........cccccoveiniineiniccnceceeeee

4. Kiril Stoyanov Stoykov, Transformer windings with big section,
high current and [ow vOItage ..........ccoeeveineinienieceecceee

5. Ivan Stefanov Bozev, Equations for electromagnetic induction in
electromagnetism .........ccceciiiiiiiiiii e,

6. Elissaveta Dimitrova Gadjeva, Dimitar Yordanov Shikalanov,
Behavioral spice modeling of photovoltaic cells ............cccccoiniinnnnene.

7. Nikolay Gourov, George Milushev, Implementation of “Power
quality teaching toy” (PSL) in the educational process in Bulgaria........

8. Tsvetomir Dobrev, Rosen Pasarelski, Teodora Pasarelska,
Tre e-learning of theoretical electrical engineering............c.ccccoccvnnnennne.

9. Taua MemoodueBa CmoanoBa, I'eopeu Pawkob I'eopeueb,
OnrummsmpaHe Ha opraHmsalysiTa Ipy IPOBeXIaHeTo 1 Ha
pe3yJITaTiTe OT OJIIMITV/INTE TI0 TeOPETUYHA eJIeKTPOTEXHMKA
CbC CTY[IEHTHUTE OT eJIEKTPOTeXHUUECKNTE CIIeLaTHOCTY Ha
TEXHMUECKIUTE BY 3 ..ottt e

SECTION 4 - SEETSOC WORKSHOP

1. Petar Krstevski, Rubin Taleski, Jordancho Angelov, Aleksandra
Krkoleva, Kliment Naumoski, Aleksandar Paunoski, Creation of
regional electric transmission network models by using database
related sOftware SOIULION...........cooueieeiiiieieeee e

VIl



Costin Cepisca, Alexandru Lazar, George Seritan,
Sorin dan Grigorescu, Mircea Covrig, Seetsoc RBM programm -
structure and implementation...........cccocevevieerencnieinenenen e 285

Nikolay Baldzhiev, Ivan Evgeniev, Velizar Bodurski,
Valeri Mladenov, Calculation of network transfer capacities using
LG LQ I 25 51 =T o) s 0 4 =1 SRRSO 291

Nikolay Baldzhiev, Velizar Bodurski, Georgi Tzenov, Ivan Evgeniev,
Valeri Mladenov, Using geographical information system in power
NEEWOTKS ..ottt et e e e et e et e e et e e e aaeeeeaaeeeeaeee s 297






COMPUTER-AIDED APPROACHES TO DIAGNOSIS
OF ANALOG CIRCUITS

Elissaveta Dimitrova Gadjeva

Department of Electronics, Technical University of Sofia,
8 Kliment Ohridski Blvd., 1000 Sofia, Bulgaria,
phone +395 2 3725, e-mail: egadjeva@tu-sofia.bg

Abstract. In the present paper, computer-aided approaches to diagnosis of analog circuits using
general-purpose circuit analysis programs are considered. Nullor approaches at subcircuit
and at component levels are developed. The test voltages of the accessible nodes and the cur-
rent through the voltage supply are selected as test quantities. A nullor diagnosis model of the
circuit under test is constructed. The automated fault localization and identification of single
and multiple faults is reduced to simulation of a nullor diagnosis model. A fault observability
investigation is performed based on sensitivity analysis. The concepts fault masking, fault
dominance, fault equivalence and fault isolation are defined. The fault coverage is obtained us-
ing oscillation-based approach in combination with statistical analysis.

Keywords: Analog circuit diagnosis; Fault models; Fault identification; Nullor models; Spice simu-
lation

1. INTRODUCTION

The fault diagnosis is a very important problem of analog circuit testing. Local-
ization of faulty elements and determination of the changed parameter values using
measurement data for the test voltages of the faulty circuit represent a typical inverse
problem. The increasing complexity of the analog and mixed-signal VLSI circuits,
the limited number of accessible nodes and the lack of efficient fault models compli-
cate the fault localization and fault identification.

Many approaches have been developed to automate diagnosis of analog and ana-
log-discrete circuits before and after test: model-based approaches [1, 2], branch de-
composition diagnosis at subcircuit and component levels [3], nullator-norator ap-
proach [4], fault dictionary techniques, sensitivity-based, symbolic, spectral, neural
network, optimization approaches [5, 6, 7], etc. The fault identification in circuits of
analog-discrete type such as switched-capacitor circuits is considered in [8]. The
monitoring of the |y current offers the opportunity to perform reliable diagnosis of

faulty circuits with insufficient number of accessible (test) nodes [9, 10].

The contemporary general-purpose analog circuit analysis programs such as
PSpice [11] are characterized by powerful analysis tools which allow to perform ac-
curate and fast simulation. The development of analog circuit diagnosis approaches in
the environment of the contemporary CAD systems are motivated by the extended
possibilities of the circuit simulators:

e The abilities of the input languages allow to built user-defined computer mod-

els. In this way the construction and solving the test equations is reduced to
analysis of corresponding diagnosis model;
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e The circuit simulators such as PSpice are based on sparse matrix approach
and modified nodal analysis, which permit to achieve a high speed of simula-
tion for circuits having a large number of nodes. The sparse matrix approach
used in contemporary analysis programs leads to computational efficiency of
the simulation. The possibility for accuracy and convergence control allows to
diagnose circuits consisting of subcircuits with a large number of inner (inac-
cessible) nodes;

e The automated fault localization and identification of single and multiple
faults can be reduced to simulation of the nullator-norator diagnosis model of
the circuit under test;

e One of the most important advantage of the realization of diagnosis approach
in the environment of standard circuit simulators consists in the use of accu-
rate computer models of electrical and electronic elements. This allows to ob-
tain adequate diagnosis results;

o The sensitivity analysis can be applied to optimal test frequency selection in
order to increase the fault observability and to avoid fault equivalence and
fault masking;

e The tolerance (Monte Carlo and worst-case) analysis tools can be used in or-
der to take into account the design and process tolerances and to determine
automatically the non-faulty limits for the test quantities;

e The determination of magnitude and phase spectral components can be used
for fault detection of catastrophic and parametric faults. It allows to improve
the fault coverage by the use of the power supply current against the output
voltage signal.

2. NULLOR APPROACH TO ANALOG CIRCUIT DIAGNOSIS

2.1. Diagnosis model

A nullor approach to analog circuit diagnosis at subcircuit and at component lev-
els is developed in [4]. The diagnosis technique proposed solves the inverse problem
for the fault localization and for obtaining the faulty parameter values of the circuit
components and is based on measurements of test voltages at the accessible nodes. A
nullor diagnosis model of the circuit under test is constructed and analyzed. The
automated fault localization and identification of single and multiple faults is reduced
to simulation of the nullor diagnosis model.

The concept for the pair fixator (nullator plus source) and norator is used in the
diagnosis model approach proposed in [4,12]. A nullator-norator (nullor) based DC-
test generation approach is developed in [12]. The topological conditions for diag-
nosability investigation using graphs containing nullators and norators, are consid-
ered in [13].

The circuit under test N shown in Fig. 1a consists of subcircuits Sy, S,, ..., Sy and
branches in the main circuit (links). The nodes Ny, Ny, ..., Nty in N are accessible for
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measurement of the voltages V1, , V1, , ..., Vi (test voltages), where m is the number
of accessible (test) nodes. The voltage supply current Ipp is also accessible for test-
ing. The localization of the faulty links and subcircuits is performed using testing of
the accessible nodes which is based on analysis of nullor diagnosis model Ny of the
tested circuit [4]. The Ny model is obtained from the model N, of the nominal cir-
cuit applying the measured test voltages V1 of the faulty circuit to the test nodes nr;
=1, 2, ..., m using independent voltage source Erj = Vi connected in series with a
nullator (voltage fixator) (Fig. 1b). The role of the fixators is to apply the measured
test voltages to corresponding accessible nodes. The role of the norators is to ensure
path for the difference currents due to the fault.

According to its definition, the nullator element is characterized by i =u =0 [14].
As a result, the test voltage Vi, corresponding to a faulty circuit, is applied to the cor-
responding test node ny. The correctness of the node nyj is tested by connecting a
norator between the node nyj and the reference node (Fig. 1b) [4]. The norator ensures
a path for the difference current l,;;j flowing as a result of faults in subcircuits or
links connected to the test node nyj. If lorj = 0, the node ny; is non-faulty. The subcir-
cuit Sy is non-faulty, if all its poles are non-faulty nodes. A link is correct if it is inci-
dent to at least one non-faulty node [4]. The rest of the elements are potentially
faulty.

v Inur,i

b)
Fig. 1. Circuit under test N with accessible nodes (a) and nullor model
for testing the accessible node nt; (b)

The topological conditions for existence of a unique solution of the nullator-
norator diagnosis model are discussed in [4,13]. The circuit containing nullators and
norators has a unique solution if the structural graph of the circuit G contains two
trees T, and T,, where the tree T, includes all nullators but does not include norators
while the tree T, includes all norators but does not include nullators.

The testing of the eventually faulty elements is performed using the nullor model
shown in Fig. 2. In order to test a k-fold fault, the test voltages Vy; are applied to the
test nodes nyj, 1 =1, 2,..., k and the norator element is connected in parallel with the
tested element Y;, i =1, 2,..., k. The correctness of the remaining ny = m — K test nodes
is checked using the nullor equivalent circuits shown in Fig. 1b. The number of the
test nodes defines the maximal multiplicity of tested faults.
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Fig. 2. Nullator-norator model for diagnosis of the faulty element Y;

The fault diagnosis at subcircuit level is reduced to testing the corresponding sub-
circuit poles using the nullor model shown in Fig. 1b.

The diagnosis algorithm consists of the following steps:

1. Decomposition of the circuit to a number of subcircuits which poles coincide
with the accessible (test) nodes;

2. Carrying out diagnosis of the accessible nodes and subcircuits. If at least two
poles of a subcircuit S; are faulty nodes, the subcircuit is faulty. Otherwise the subcir-
cuit 1s correct;

3. Carrying out diagnosis of the elements in the faulty subcircuits using the pairs
fixator — norator as shown in Fig. 2.

2.2. Computer implementation of the diagnosis approach

The nullor element can be approximately represented in the input language of the
general-purpose circuit simulators by a dependent source having a large value of the
gain. The nullor element in Fig. 3a can be efficiently modelled by the PSpice circuit
simulator [11] using a dependent current or voltage source, controlled by voltage
(VCCS or VCVS), with a large controlling coefficient, for example 1x 10'2. The nul-
lor as a part of the pair fixator — norator, can be also easily modelled in the PSpice
program by an ideal operational amplifier (OPAMP element), which is included in
the symbol and model libraries.

. Gl . E1

i k g k. I k
IN+OUT; IN+OUT+
—_IN- OUT- — j QUL
I GvaLue EVALUE
A A
J J EXPR V(%IM+, %IM-J1E12 EXPR W({%IMN+, %alN-)"1E12
i ! Reference G1 Reference E1
Value GWALUE Value EVALUE
a) b) c)

Fig. 3. Computer model of the nullor:
(a) nullator-norator pair (nullor); (b) PSpice model of the nullor using VCCS;
(c) PSpice model of the nullor using VCVS
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2.3. Assessment of the design tolerances

Based on Monte Carlo simulation, the design and process tolerances of the circuit
elements are taken into account in order to obtain the nonfaulty limits of the norator
currents.

The fault prediction approach can be applied to reduce the influence of the design
tolerances and to improve the diagnosis results. In the proposed in [15] fault predic-
tion algorithm, the component values are evaluated according to the consecutive volt-
age measurements that are continuously monitored at the accessible test points at
each periodic maintenance. Based on this approach, a difference diagnosis nullor
model is constructed. Instead the measured test voltages V1;, the differences between
two successive measured test voltages AV, are applied to the test nodes Ny by fixa-

tors. In this way, the influence of the design tolerances is significantly reduced.

2.4. Computer diagnosis of example circuits

In order to test the lowpass filter shown in Fig. 4, consisting of 6 subcircuits S;, S,
S3, S4, Ss and Sg, the diagnosis model Ny is composed and analyzed. The calculated
norator currents |, at the accessible nodes are given in Table 1.

Fig. 4. Lowpass filter

Table 1. Diagnosis of faulty nodes of the lowpass filter

Node § Vi (V) I (&)
1 9.56 x 107! +j3-155 % 10~ 4307 x 102 +71-359 x 103
2 1-17x1075+j1.38 x 10~ -4-334 x 107 =j 1-126 x 103
3 -1-17x 107" -j1-328 2:655%107° —j2-34 % 10°°
4 -12x107%-j1-36x 107* 0+j0
5 -25-18 +j2-167 0+j0
8 ~3-9281 +j0-338 0+j0
9 -3-9285 +j0-338 0+j0
10 —4.406 + j0-385 0+j0
11 —886x 107 —j7.03 x 10 0+j0
12 8-8x 1072+ j0-692 0+j0
13 544 % 107 +j4.28 x 107 35x107%+j2.75x 10°°
14 8957 -j1-12 479 x 1072+ 0:2728
17 1-0868 - j0-1358 0+j0
18 1-087 - j0-1358 0+j0
19 1-6012 - j0-1992 0+j0

0 0+j0 -4.79 % 107 = j0-273
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Nodes 4, 5, 8,9, 10, 11, 12, 17, 18 and 19 are non-faulty since their norator cur-
rents |, =0 and nodes 0, 1, 2, 3, 13 and 14 are faulty (I, #0). The subcircuits S,, S;,
Ss and S¢ are non-faulty as they are connected to only one faulty node (node 0). The
subcircuits S; and S and the connection R, are faulty since they are incident to faulty
nodes. The rest of the connections are non-faulty as they are incident to at least one
non-faulty node.

In order to test the bandpass SC-filter shown in Fig. 5, consisting of 4 subcircuits
S1, S5, S; and Sy, the diagnosis model Ny is composed and analyzed. The calculated
norator charges AQ, are given in Table 2.

Nodes 3,9, 11 and 13 are test nodes. The norator test quantities AQ, are presented
in Table 2. Nodes 3, 9 and 11 are non-faulty since AQ, =0 and nodes 13 and 0 are
faulty (AQ, #0). The subcircuits S;, S; and S; are non-faulty as they are connected to
non-faulty nodes. The subcircuit S, is faulty as it is incident to faulty nodes 13 and 0.

Fig. 5. Bandpass SC-filter

Table 2. Diagnosis of faulty nodes of the bandpass SC-filter

Node i Phase j Vi(V) AQi(z) x 10" (O)
3 1 -4:902x 107" -j2218 x 10! 0+j0
2 ~-5089x10°' =j1.747 x 10" 0+j0
9 1 -4193 % 1072 - 5905 x 10" 0+;0
2 1-382x 1072 -j5.918 x 10" 0+j0
11 1 6581 x 10" +6-595 x 10~! 0+j0
2 7172 x 107" +j5-947 x 10" 0+j0
13 1 1-004 - 3767 x 10! 0+j0
2 1:035 = j2-806 > 10~ —0-1816 +j4-925 x 10~°
0 1 0+j0 0+j0
2 0+j0 0:1816 —j4-925 x 10

The nullator-norator approach can be applied to fault diagnosis of RF circuits. It is
based on the measured phasors of the S-parameters, introduced using fixators in the
diagnosis model. High frequency models of passive and active components are sub-
mitted by the vendors [16] in the form of model and symbol libraries for Cadence
Capture and Cadence PSpice.
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3. FAULT OBSERVABILITY INVESTIGATION OF LINEAR ANALOG
CIRCUITS

In [7] a method is developed for improving fault detection in the frequency do-
main of linear analog circuits based on sensitivity analysis. The test frequencies are
selected maximizing the sensitivity of the magnitude and phase of the output charac-
teristics. The concepts fault masking, fault dominance, fault equivalence and fault

isolation are defined. A masking exists if S)Z ] :—S)z/kj for each frequency. Fault
1

dominance exists if SZ_ g Si/kj for each frequency, and the faults are equivalent if
1

S){i I = S)z/kj for each frequency. Based on sensitivity analysis, test nodes and test fre-
quencies selection is performed for every category of faults (single, double, multiple).
The method developed in [17] is based on sensitivity investigation of the test charac-
teristics. The sensitivity model approach is realized using the PSpice simulator and
parameterized sensitivity PSpice macromodels are built in order to calculate the sen-
sitivity characteristics in the frequency domain. The determination of the needed sen-
sitivities 1s reduced to a parametric analysis of the constructed sensitivity model. Ap-
plying post-processing of the simulation results using macro-definitions in the
graphical analyzer Probe, a fault observability investigation of the circuit is per-
formed. The frequency ranges, corresponding to maximal sensitivity measures, are
automatically obtained for the multiple fault isolation.

3.1. Sensitivity model

The sensitivity model approach is used to calculate the sensitivity coefficients of
the output characteristics in the frequency domain. According to this method, in order
to obtain the derivative of the output voltage V,; in respect to the admittance Y; in the
circuit, an analysis of the original circuit N is performed and the resulting voltage Vy;
is used as a control voltage for the sensitivity model Ng. A voltage controlled current
source is connected in parallel with the element Yjy with controlling coefficient of
Y. = 1S. The output voltage V4 of the circuit Ny is equal to the derivative

Nout/0Yi: Vourd =Noyt /0Y; - In order to automatically obtain the sensitivity

gVou —~ Nout, Vi (1)
! aYI Vout

in the computer PSpice model, the controlling coefficient of Y. is multiplied by Y; in
the model and the result V¢ is divided by V¢ in the graphical analyzer Probe.
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3.2. Computer realization of the fault observability approach

The sensitivity model of the resistor is represented in Fig. 6. It is built using a
block definition. In order to analyze simultaneously the circuits N and Ny, the equiva-
lent circuit contains the element R, from the original circuit N and the element R
from the sensitivity model Ng. The VCCS Gy, 1s added in parallel with R, in the
sensitivity model. The attributes of the block are shown in Fig. 6b. The ID number is
assigned to the element. In order to obtain the sensitivities for a group of elements
simultaneously in the graphical analyzer Probe, a parametrtic sweep is used. A pa-
rameter par is defined with a linear variation from 1 to n with increment 1. When the
current value of par is equal to the ID number of a given element, the controlling co-
efficient Gge, of its VCCS is equal to the nominal element value val and the sensitivity
with respect to this element is calculated, otherwise Ggen=0. This is accomplished by
the IF-THEN-ELSE statement, included in the expression for Gge, (Fig. 6¢). The sen-
sitivity models of the capacitor and inductor elements are built similarly. They are
represented in Fig. 7 and Fig. 8 correspondingly.

A number of fault observability measures can be defined based on sensitivity cal-

culation [18]: M[', M) and M. The measure M| is defined as a sum of modules of
the sensitivities with respect to the element parameters Y, Y, ...,Y.

R_sen F_z=n 1[1..2] [
e -
- 212 [
- val =1 11
IDN =1 oM =1 .
12
a)
A
par {par}
val 1k 21 ] GVALUE 22
IDN 1
V(%IN+, %6IN-)*if (abs(@par- @IDN)<0.1,1,0)/@l
b) ©)
Fig. 6. Sensitivity model of the resistor
C_sen C_z=n
o L
par = {par} .
par = {pa
val =1n al = 1nF
IDN =1 DM =1
a)
A
par {par}
val n
IDN 1 XFORM = s*@wl
EXPR = V(%IN+, %IN-)*if (abs(@pear-@IDN)<0.1,1,0)
b) ©)

Fig. 7. Sensitivity model of the capacitor
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L_sen 11.2] [ f
oYY Y\
2[1.2] [ e
A B u [ [ 12
Gl
a L1A
) L1 P
A O\ {@val}
par par teval) GLAPLACE
val in
— 3 2 [ 22
XFORM = 1/(s*@\al)

EXPR = V(%IN+, %IN-)*if (abs(@par-@IDN)<0.1,1,0)
b) c)
Fig. 8. Computer realization of the sensitivity model of inductor element using hierarchical block

n
M{‘:Z
i=l1

VOUt

: )

N-fold fault of the defined group of elements can be detected in the frequency

ranges, where the measure M{' has a maximum value.

In order to avoid fault dominance, the measure M3 can be used in the form:

3)

Multiplying the measure Mln by the product of sensitivities, the frequency ranges

corresponding to low sensitivity values for some of the elements, are skipped and the
fault dominance is avoided. N-fold fault of the defined group of elements can be de-

tected in the frequency ranges, where the measure M5 has a maximum value.

A variant of the measure M{' is the measure MJ. It is defined in the following

way:
M3 =M[E, 4)
where E is enable function:
Lif |y | > ]
E=]]& s E=y . (5)
i=1 0if S, | <eM

where ¢ is a threshold parameter, defining the minimal allowed ratio between the in-
dividual sensitivity and the measure M{'. It is needed to avoid the fault dominance. If

E =0, a fault dominance exists and the value of the measure Mg in these frequency
ranges is set to zero.
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The sensitivities S\Y/ic’“t and the measures: M{', M3 and M} are calculated in the

graphical analyzer Probe.
For example, the measure Mll for testing the circuit parameter with ID number p
has the form:

SEN(p)=M(V(OUT2)@p/V(OUT1)@p)

where V(OUT1) is the output voltage of the circuit N and V(OUT?2) is the output
voltage of the circuit Ng.

The measures I\/I12, I\/I22 and M32 for testing a double fault in circuit elements
with ID numbers p; and p,, have the form:

MS1 2(pl,p2)=SEN(p1)+SEN(p2)

MS2 2(pl,p2) = (SEN(p1)+SEN(p2))*SEN(p1)*SEN(p2)

E 2(pl,p2) = 0.5*%(sgn(SEN(p1)/MS2 2(pl,p2))-eps)+1)*

+ 0.5*(sgn(SEN(p2)/ MS2 2(pl,p2))-eps)+1)

MS3 2(pl,p2)=MS2 2(pl,p2) * E 2(pl,p2)

The approach developed in [21] is used for the S-parameter determination in the

PSpice environment using parametric analysis (Fig. 9). Macrodefinitions in Probe are
used for the S-parameter determination defined by the following expressions:

8112%—1;321:\./—2 forngzo,
Vai Vg1
| | ©)
812 ZY—l 5 822 :%—1 forVg1= 0.
Vg2 Vg2
The corresponding macrodefinitions have the form:
S11=2*V(1)@1-1
S12=V(1)@2
(7)
S21=V(Q2)wl

$22=2*V(2)@2-1

where @1 is used for the data of the first simulation (par = 0) and @2 is used for the
data of the second simulation (par = 1).

The low-noise amplifier [17] is used to illustrate the fault observability of elec-
tronic circuits at RF based on sensitivity analysis of the two-port S-parameters. AC
sweep 1s performed in the frequency range (3GHz — 7GHz). The macrodefinitions (7)
are used for the S-parameter calculation in the graphical analyzer Probe.
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' Two-port
Vgt f network Vg? : w
{1-par} L L {par} ® vae
= L s —l— ) W Tpar}
=0 0 [i-pary l L
= = =0
Fig. 9. S-parameter determination using PSpice Fig. 10. Schematic of the low-noise amplifier

The result for the module of S,; in dB is shown in Fig. 11. The measures
M12 (Ly,Ls) and M 22 (L, Ls)are presented in Fig. 12. The frequencies, which ensure

maximal observability of double faults, correspond to the maximum values of the de-
fined measures. For the considered case, similar frequency values are obtained for the

maximal fault observation (4.82GHz applying the measure M12 (L2 , L5) and 4.87GHz
applying the measure M22 (L2 ,Ls ) ).

4. STATISTICAL OBT APPROACH TO FAULT COVERAGE
INVESTIGATION

The fault coverage FC is defined as a ratio of the number of recognized faults to
the total number of modeled faults:

FC = , )

where F; is the number of nonrecognized faults and F, is the number of recognized
faults.

(4]8654G,1.3863)
Midply) o
20 L S,
e (580206, 7 1010) v -
Gy N T S
.
""""""""""""""""""""""""""""""""""" o8 Sf§1i | 4.82096,660.492m)
__________________________________________________________________ y ——
____________________________________________________________________ P X
. . g o AN
-------------------------------------------------------------------- i Y Py \‘
3.800GHz 10.006Hz 1wz == \\
o $21db
Frequency 3.0GHz 5.0GHz 7.0GHz
Frequency
- H 2 2
Fig. 11. Module of Sy, Fig. 12. Measures M/ (L,,L;)and M;(L,,L;)

The oscillation based testing (OBT) strategy is often used to achieve satisfactory
fault coverage. The principle of OBT consists in reconfiguring the circuit under test
(CUT) in test mode to an oscillator [18, 19, 20] (Fig. 13). The existence of catastro-
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phic and parametric faults in the CUT results in deviation of the oscillation frequency
from its normal value or in loss of oscillation. The fault coverage can be increased by
monitoring the oscillation frequency, the amplitude of the oscillation voltage signal,
as well as the supply current. The average and the peak-to-peak value of the current
through the voltage supply lgq are monitored for the lyy testing. The fault coverage is
obtained using Monte Carlo simulation of the diagnosis model taking into account
the design tolerances. The modeled parametric faults of -50% and +100% and design
tolerances of 5% are defined as shown in Fig. 14. As a result, the optimal test node
set and test quantities, maximizing the fault coverage, can be selected.

1

H

FILTER

__________________

-1 0.3 0 0.5 1

Fig. 13. The circuit in test mode Fig. 14. Statistical distribution for defining
the parameter value

4. CONCLUSION

The possibilities of general-purpose circuit analysis programs have been consid-
ered for realization of computer-aided approaches to analog circuit diagnosis. A nul-
lator-norator approach to fault localization and identification is proposed based on
monitoring the test voltages of the accessible nodes and the current through the volt-
age supply. Sensitivity analysis is used for the fault observability investigation. The
concepts fault masking, fault dominance, fault equivalence and fault isolation are
considered. The fault coverage is obtained in the PSpice environment applying oscil-
lation-based approach in combination with statistical analysis.
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Abstract. The concept of personalized medicine and patient-specific treatment is a trendy topic in
computational systems medicine and systems biology. This paper presents a specific overview
how computational models have been applied to the construction of typical personalized medi-
cine and health systems. Discussions are focused on techniques developed in electrical engi-
neering and information science which have been utilized for addressing problems with refer-
ence to studies in computational neuroscience and cardiovascular disease.

Keywords: Personalized medicine; image analysis; signal processing; computational models; neu-
roscience; cardiovascular disease.

1. INTRODUCTION

Personalized medicine and targeted treatment [1] have recently emerged as revo-
lutionary breakthrough in medicine and biology going hand in hand with engineering
computation, computer science, information and communication technology
(http://www.itfom.eu/). Major diseases such as cancer and heart disease have a ge-
netic component; therefore the elucidation of the human genetic code and ensuing
understanding of cellular processes at the molecular level will enable scientists and
physicians to predict the relative risk and potential therapy for such conditions on a
person-to-person basis.

It is expected that soon personalized medicine provides medical doctors with more
precise information not only a cancerous tumor shown on a magnetic resonance imag-
ing scan or cells under a microscope, but the biological makeup of each patient at mo-
lecular level. Such a provision of individual profile is very useful to physicians and
medical researchers to identify treatments customized at specific patients. Just like an
engineer working on some mathematical functions to determine optimal materials for
building an electronic device; based on the genetic mapping, medical researchers are
able to design a course of optimal treatment and targeted therapy to suppress the dis-
ease the way it works in individual patients (http://www.personalizedmedicine.com/).
In addition, tissue-derived molecular information can utilized together with the
personal medical record of an individual to develop more effective treatments for a
wider variety of conditions. Obviously, this ambition is hardly achieved without the
power of computational methods.
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2. COMPUTATIONAL MODELING IN PERSONALIZED NEUROSCIENCE

The problem is explained as follows. High blood pressure, atherosclerosis, in-
flammation and other basic disease processes may travel the brain by means of the
white matter (WM), causing some of the most mysterious and troubling disorders of
neurology. If the nervous system were a computer network, gray matter would be the
computers and white matter the cables. The white matter (WM) of the brain contains
myelinated nerve fibers. WM transmits signals between areas of the brain that proc-
ess information, known as the gray matter (GM), which contains nerve cell bodies.
WM and GM, the two distinct parts of the brain, work simultaneously to perform ba-
sic brain functions [2]. When WM is damaged, vital communication between the two
collaborating areas becomes slow or blocked, and as a consequence, causes brain
dysfunctions. Multiple scattered damages of the white matter appear as "bright sig-
nals' typically on T2-weighted FLAIR magnetic resonance imaging (MRI) scans.
These areas are referred to as white matter hyperintensities (WMH).

It is still unclear what causes WMH, which are consistently associated with aging
and cerebral hypertension. Moreover, several chronic disorders such as Alzheimer's
disease and depression have been found to be associated with WMH. Therefore, un-
derstanding complex patterns of white matter changes may contribute to answering
guestions on the etiology and consequences of WMH. However, the rating of white
matter hyperintensities, which are defined as areas of high signal intensities on MRI,
requires skill and knowledge of experts, who read the MRI scans independently, dis-
cuss any differences and agree a final standard rating for each case.

At present neither human-based nor computer-based rating scheme can provide
rigorous outcomes for the analysis of white matter hyperintensities. On the other side,
the WMH rating scheme either established by human experts or computer models can
provide different useful sources of information. This suggests possible improvements
by 1) taking both sources of information into account for every new rating of WMH,
or 2) keeping established consensus knowledge of WMH patterns based on which
new patterns can be inferred to reduce variability among various rating methods. The
latter view is our pursuit of technical innovation towards the reliability of WMH
quantification.

We have proposed is to build a hidden Markov model (HMM) for constructing
the pattern of WMH on the MRI of each participant [3]. This model can be studied
using the notion of phylogeny, which is used to discover the pattern of relationships
of organisms. By defining a relationship, we can then identify groups that have dif-
ferent scales of similarity. This information of grouping will have potential usage in
several aspects: 1) inference of the rating of the WMH of the new data can be made
as being the best current approximation to its grouping, 2) reducing uncertainty when
there are different expert opinions about the new rating of WMH, 3) being capable of
processing different aspects of image information where these are very difficult for
human intervention, 4) reproducibility of the result can be ensured with the same in-
ference model, and 5) the knowledge of the relationships of WMH. For this work, we



16 07.09.12 - 09.09.12, Sozopol, Bulgaria

improve the model by incorporating the vectors of fractal dimensions [59] in the vec-
tor quantization (VQ) process, where each region of interest on the MRI is subdi-
vided to extract the fractal dimension. By doing so, we can better capture the detailed
information of the morphology and intensity of the brain. The sequential steps of the
computational procedure for constructing the proposed phylogenetic tree of hidden-
Markov brain models for WMH pattern/rating inference is summarized as follows.

We used the MRI data of individuals, who tool part in an interdisciplinary popula-
tion-based cohort study of healthy ageing described in [3], to illustrate to effective-
ness of the proposed procedure for automated inference of WMH patterns.

We performed the similarity comparisons of WMH on MRI of the five partici-
pants. The results of the inference of the similarity/dissimilarity among various pat-
terns of WMH of the participants can be illustrated using the phylogenetic trees based
on the HMMs of the MRI scans. Figure 1 shows a typical MRl show WMH of the
brain.

1 Control

| Parlcipant 1
g -+ Participani 2
r: | Pariicipant 3
1 Parlicipand 4

| Pariicipant 5

i i i i i
o 0.0z 0.04 0.0& oG08 0.1 0.12

Fig. 1 Fig. 2

All MRI scans of the five participants which contain information about WMH
were used to extract the fractal dimensions and build the HMMs for constructing the
phylogeny-based tree of the brains. To ensure the correction of the phylogenetic tree
construction, we built HMMs for control subjects by modifying the HMMs of the
participants. The HMMs of the control was imposed a virtual reality of WMH in or-
der to allow the similarity comparison of the HMMs using the KLD. The virtual
WMH was modeled by replacing the values of the transition and observation matrices
of the WMH with appropriate values that simulate the existence of a very tiny frac-
tion of WMH. Figure 2 shows a phylogenetic tree of WMH patterns of 5 participants
and a control subject. The phylogenetic trees of the brain models can give us many
insights; however, to ensure they are properly constructed, we need a collection of
patterns of all the population in the tree. For each of these patterns, we can determine
the characters as we are able to recognize the same characters in different subjects.
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This is not a problem in this study which only consists of a so-called homogeneous
population of participants; whereas it can be a problem if we are working with a col-
lection of broad species as being encountered in biology. We used the similarity ma-
trix of the HMM-based brain models to construct the tree using the following three
distance methods: nearest distance (single linkage method), furthest distance (com-
plete linkage method), and unweighted average distance (UPGMA). The experimen-
tal results interestingly show the agreement of the three methods, which imply the va-
lidity of the proposed phylogenetic tree.

3. COMPUTATIONAL MODELING IN PERSONALIZED CARDIOLOGY

The Human Genome Project has provided a significant landmark in mapping the
human genome and identifying key genes that regulate cell and tissue function. More
recently, however, the research focus has shifted to the study of proteomics to gain
insight into cell function through determining how proteins are expressed, processed,
recycled, and localization in cells. Proteomics opens new doors in the search for
clinically useful biomarkers of disease, treatment response and aging. In particular,
mass-spectrometry (MS) based proteomics is a rapidly emerging approach to the
identification of biomarkers of specific human disorders.

The motivation for this research stemmed from the work by Brennan et al [4] on
the identification of a new cardiac biomarker using mass spectral data, and the appli-
cation of molecular imaging in the development of personalized medicine. Given the
advanced development in proteomic technology and molecular imaging, it has be-
come apparent that the potential success of each of these two new paradigms and
their combination for enhanced outcomes rely heavily on advanced computational
techniques for information processing. However, image and pattern recognition
methods have not been well-explored in the field of proteomics-based biomarker dis-
covery, especially when compared with other fields of computational life sciences.

Recent methods developed for cancer classification using MS data include the
work by Petricoin et al [5] who applied cluster analysis and genetic algorithms to de-
tect early stage ovarian cancer, Lilien et al [6] applying principal component analysis
and a linear discriminant function to classify ovarian and prostate cancers, Sorace and
Zhan [7] detecting early ovarian cancer, and Tibshirani et al [8] proposing a probabil-
istic approach for sample classification. Despite these examples, research into pro-
teomics-based biomarker discovery is still in its infancy and offers several challenges
in order to become a mature platform for clinical diagnostics and biomarker discov-
ery. Because of the complexity of such data, some of major challenges in the analysis
of mass spectrometry data for biomarker discovery include data preprocessing, fea-
ture extraction and reduction, and effective computational models for robust classifi-
cation and validation.

Our proposed approach is to utilize the data already generated by a clinical pro-
teomic approach to identify biomarkers or biomarker patterns that can be used to pre-
dict the risk of major adverse cardiac events (MACE) with greater accuracy than us-
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ing MPO testing alone. We have used high throughput, low-resolution SELDI MS
(see more information about SELDI technique at www.ciphergen.com) to acquire the
protein profiles from patients and controls. More details about the mass spectrometry
data are described as follows.

Control group: This group includes 60 patients who presented in emergency with
chest pain but where a subsequent troponin T (biomarker for heart attack) test was
negative. In addition, for these patients there was no subsequent heart attack or need
for intervention within 6 months of this presentation date, and patients were still sur-
viving 5 years later.

MACE group: This group includes 60 patients who presented in emergency with
chest pain but again with a troponin T test. However, the patients in this group had
either a heart attack, died or needed revascularization in the subsequent 6 months.
The serum samples used in this study were the same as those used in the study re-
ported in the paper of Hazen’s group (Brennan et al [4]). MPO data measured with
FDA approved CardioMPO kit for these two groups are available: for 56 (out of 60)
patients in control group and 55 (out of 60) patients in the MACE group. Statistical
analysis showed that MPO alone could distinguish MACE from control with accu-
racy of greater than 60%.
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Experimental design

High-throughput Mass spectra
sample processing
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A 4

\ 4
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Fig. 3. Computational framework of proteomics-based biomarker discovery

The general computational framework for the biomarker discovery is shown in
Figure 3. We applied the theory of linear predictive coding (LPC) and geostatistics
for extracting the effective features of mass spectrometry data that could be useful for
the classification of MS spectra [9]. The results in comparing with other methods are
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shown in Table 1. The distortion measure derived from geostatistics gave the best
prediction rate (97.10%), which is significantly higher than the MPO value. These
experimental results using the cardiovascular SELDI-MS datasets showed the poten-
tial application of the proposed techniques for predicting patient's major adverse car-
diac risk.

Table 1. Average MACE prediction rates (%) provided by different methods

MPO value  T-test Genetic Algorithms  Statistical Distortion Geostatistical Distortion
55.25 62.23 69.05 83.34 97.10

4. CONCLUSION

Review on typical computational models developed in electrical engineering and
geostatistics have been presented in the foregoing sections. Technical extensions on
the presented models for improvement of results and applying to similar challenging
problems in medicine and biology are possible as the MRI-based age prediction has
been studied [10] based on other signal processing methods and models applied in [3].
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Abstract: Stationary states analysis in direct current (DC) or alternating current (AC) linear elec-
tric circuits brings to solving linear equations system with constant coefficients, got by either
Kirchoffs’ laws either mesh or nodal analysis. With regard to this a method for DC or AC cir-
cuit’s analysis, based on graphs theory is suggested. It consists of the following steps. Firstly,
the linear equations system considered presents as a directed graph’s model with initial ver-
texes, respecting to the energy sources (voltages and currents) and immediate vertexes, associ-
ated to the unknown variables (currents, voltages and etc.). Second, it determines all possible
paths reached to the unknown variables from the initial vertexes of the graph studied. Third,
these paths aggregates, taking in mind the respective coefficient of the graph arcs and it gets
the expressions about the studied currents and voltages with respect to the power sources in the
circuit considered. The method proposed is simpler than traditional methods solving the linear
equation systems and it requires smaller number of calculations than using the Mason’s gain
formula. The applicability of the method proposed is illustrated to AC analysis of the stationary
states in real electric circuit which behavior explains with 3-rd order the linear equations sys-
tem got by mesh analysis.

Keywords: stationary states in linear DC and AC electric circuits, Kirchoff’s laws, mesh analysis,
nodal analysis, graphs theory, Mason’s gain formula

1. INTRODUCTION

It is well known that the behavior of arbitrary linear electric circuit can be ob-
tained by the following linear system:

a,x, +a,x, +..+a, x =f

Ay X, +apX, +.c 0y, X, = [, , (1)

a,x,+a,x,+..+a x =f
where:
T .
Xyy ey X ] — vector of unknown variables (currents, voltages, poten-

n

x=[x,
tials) which can include either instantaneous values or complexes;

f=[fis fo - f,] — vector consists of input power sources (voltage and cur-
rent sources) which can include either instantaneous values or complexes and electric

circuit’s parameters (resistors R, coils L, capacitors C and mutual inductances M);
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a;, i,j =1,n — coefficients, taking in mind the electric circuit parameters (resis-

tors R, coils L capacitors C and mutual inductance M) variation over its behavior.

The standard linear system (1) has constant coefficients and it can be solved using
the some traditional numerical methods, based on Gause’s method, Gause-Jordan’s
method, Kramer’s formulas [1, 2] which are built in software products as MathLab,
Matematica and etc.

To simplify the graph presentation of linear system (1) it can be rewritten as fol-

lows:

where:

x, =b,x +

bss:O’ b :L
ka:_aks’ k=1,_l’l
Ay

+b,x, +.. + bl(n_l)x(n_l) +b,x, +bf,
+...+ bz<n_1>x<n_1> +b,x, +b,f,

................................................

s=1,n.

2)

Then the system (2) can be modeled by the following directed graph G=(V', L):

Fig. 1. Directed graph model associated to the linear equation system

where:
V= {xl, Xy,

the linear electric circuit studied;
L= {Lij, Ll.} — set of arcs, taking in mind the direction of the interaction between

the elements x; and x, of the set V, i.e. L, :(xl. —>xj).

.., x,} — set of vertexes, associated to the unknown variables in



22 07.09.12 — 09.09.12, Sozopol, Bulgaria

L. L
ij i
b b

i i
Fig. 1la. Directed graph presentation of the multiplications in linear equations

2. PROBLEM STATEMENT

The main aim of the linear electric circuit analysis problem is obtaining the ana-

lytical expressions of the unknown variables x,, i=1,n as functions of the input

power sources f;, i =1,n using the parameters of the electric circuit studied.

The basic linear equation system can be written in form (1) as a result of applying
the basic methods for circuit analysis — Kirchhoff’s laws, mesh or nodal analysis
((4a) and (5a), respectively). We get the transformed system (2) using the same above
methods, in forms ((4b) and (5b), respectively).

2.1. Stationary states analysis based on Kirchhoff’s laws

If the electric circuit considered has n nodes, m branches, N, independent voltage
sources, N, independent current sources and k=m—(n-1)-N, independent

closes loops, then it composes (n—1)— N, and k equations by Kirchhoff’s current
law (KCL) and Kirchhoff’s voltage law (KVL), respectively (see (3a and 3b)).

i (NxD ) je, (1)=0

£y i (NxD je, (1)=0
Sy€Ea nea 5 (3 a)

D0 (Dx ) je, (1)=0

s, 1€a r,_1€a

where: + — when the branch current (resp. current source) point to the node;

- otherwise.

> u, (=% e, ()

ek ek
> u, (=% ¢, (1)
hyeky hyeks ) (3b)

> u, (=% e (1)

hy ek hy ek
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where:  + — when the directions of the voltage (resp. voltage source) and the closed
loop are the same;

- otherwise.

Note: Without lost of the generality of the analysis only mesh and nodal analysis
will be presented, because of the fact that these analyses are corollaries of the base
linear system for electric circuit analysis, composed by Kirchhoff’s laws.

2.2. Stationary states analysis based on mesh analysis

The final linear equations system describing mesh analysis approach is following:

Z, 0 +Z,0+..+ 27,1 ==*E,

Z, L+ 72,1, +..+ 7,1, =+E, (4a)

Z I +Z, 0 +..+Z,1 =+E,

where:

o o <7
I:[l, L, .. Ik] — vector of loop’s currents;

Z_, s =1k —owns impedances in loop s, i.e. the sum of impedances in loop s;

SS

Z . —joint’s impedances between the loops p and s , i.e. the sum of the imped-
ances, both included in p and s loops;

ES, s =1,k — an algebraic sum of voltage sources, included in loop s.

This system is a result from equations composed on KVL (formulae 3b) after in-
troducing the fictive currents, passed thought each independent closed loop

p=Lk=m—(n—1)—N,, in the linear electric circuit considered.

After writing (4a) in form (2) the final linear system for mesh analysis is:

I = _éh —ﬁf,;iiEl
le le le

Z Zy o, 1
I =—"321I - wm—2[ +—E,

Z22 Z22 Z22 . (4b)

g Z

[k — _@[1 _@[z _ k(D [(k_l) + 1 Ek

Zi Zi Zi Zi

The respective directed graph model associated to (4b) is following:
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Fig. 2. Directed graph model associated to the linear equation system
based on mesh analysis

2.3. Stationary states analysis based on nodal analysis

The final linear equations system describing nodal analysis approach is following:

Y=YV, —=Y ), = +ZY E +ZJ€ =tJe
]#1 /#1
R R R YN RN 0
j¢2 j¢2
Yoy = YonVs = = Yy Vi) + X 1)an” ) i‘Z Y(nfl)j o T Z Je —+Je
= J=
J#n-1) J¢(n—1)

where:
. . . . . T
V= [Vl sV, o V.,V = 0} — vector of potentials in the circuit’s nodes;

Y , s=1,(n-1) — owns admittances of the node s-th, i.e. the sum of admittances

of the branches, connected to the node s;
Y — an admittance of the branches lied between the nodes p and s;

Je' s =1,(n—1) — an algebraic sum of current sources in the branches, connected
to node s;
E. — an algebraic sum of voltage sources, lied between the nodes j and s.
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This system is a result from equations composed on KCL (formulae 3a) after
substituting in (5a) each branch current with its equivalent by Ohm’s law:

I 7 E je U+E _ V-V, +tE
Vi O S
where: (+) — current / and voltage source
.« e E has the same direction;
U=ra-V, (-) — otherwise.

Fig. 3. Ohm’s law for active branch

She 1s written for (n—1)— N, nodes of the linear electric circuit considered. After
notation system (5a) in form (2) the final linear system for nodal analysis is:

) Y. . Y ... 1 ..
V= + 2y 4+ 2Dy 4 e
¥ ¥ ¥

. Y . Y - . 1 “n
V2:+%Vl+ oDy +—Je

22 22 22

(5b)
Y . . Y . Y . . 1 -

- :+ (}’l 1)1 V; + (}’l 1)2 V; +".+ (}’l 1)()1 2) Vn_2 i Jen_l

Y(n—l)(n—l) Y(n—l)(n—l) Y(n—l)(n—l) Y(n—l)(n—l)
V,=0

Fig. 4. Directed graph model associated to the linear equation system based on nodal analysis
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3. ALGORITHM FOR SOLVING LINEAR EQUATION SYSTEM WITH
CONSTANT COEFFICIENTS BASED ON GRAPHS THEORY

The present algorithm, solving the system (2), requires the following input data:
n — the numbers of graph vertexes, where # - the number of initial graph vertexes,
n — the number of intermediate graph vertexes and n=n +n ;

Note: In particular (Fig. 2 and 3), n and # are the numbers of the power voltages’
and loop’s currents’ and current’s sources and node’s potentials in the linear electric
circuit considered, respectively.

et = {VI., i=lLr, .r < n} — set of all initial graph vertexes;

> start® " start

yed = {K, i=r, 1, < n} — set of all end graph vertexes.

It can be described with the following procedure.

Step 1
It determines two squared (n X n) matrices associated to each vertex V,, k=1n

g

H,ky=h"]

k=1n (62)

. {1, darc from V. to V.;
hln 1 J

0, otherwise.
and

H (k)= 0]

)

hout _{17 dJarc from I/j to I/za’ k :l,l’l . (6b)

i

0, otherwise.

The matrices H,, (k) and H,, (k) take in mind the arcs inputting in and output-
ting from the vertex consideredV , respectively.

Step 2
For each intermediate graph’s vertex V,, k = ,n it determines:

2.1. I-st iteration — 1-step reachability
2.1.1. The reachability matrix:

HY =H (k), k=1,n". (7)
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2.1.2. All possible paths from the initial graph vertexes V., k =G to each in-

termediate graph vertexV,, k =1,n obtain taking in mind the l-elements in matrix

2.1.3. The expressions about the considered variables x,, k& =1,n as functions

of the input power sources f,, k=1,n determine using the information from 2.1.2.

2.2. 2-nd iteration — 2-step reachability
2.2.1. The reachability matrix:

Hl'];(Z) = Hout (I)Hz];(l) + Hout (2)H1]:1(1) +...t Hout (n)Hll;(l) ° (8)

2.2.2. All possible paths from the initial graph vertexes V., k =G to each in-

termediate graph vertex V,, k= 1,n obtain taking in mind the 1-elements from the
multiplications in resulting matrix, calculating by (8).

2.2.3. The expressions about the considered variables x,, k& =1,n as functions

of the input power sources f,, k=1,n determine using the information from 2.2.2.

2.s. s-th iteration — s-step reachability
2.s.1. The reachability matrix:

HY =H, OHC Y +H ,2)H + o+ H (5).HS. (9)

2.5.2. All possible paths from the initial graph vertexes V,, k =G to each in-

termediate graph vertex/V,, k= 1,n obtain taking in mind the 1-elements from the
multiplications in resulting matrix, calculating by (9).

2.5.3. The expressions about the considered variables x,, k=1,n" as functions

of the input power sources f,, k=11 determine using the information from 2.s.2.

The stop criteria for calculating process on step s is arising the multiplications
b, .b,; above the line of some of the fractions of the resulting expressions from 2.s.3.

The final expressions obtain after dividing the expressions from 2.s.3 to the de-
terminate of the matrix of coefficients from the right side of the system (2).

4. ILLUSTRATIVE EXAMPLE

The applicability of the method proposed is illustrated to AC analysis of station-
ary states in the following linear electric circuit (in complex form) — see Fig. 5:
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Fig. 5. Complex equivalent of the real linear electric circuit

The circuit behavior can be described by mesh analysis. The respective linear
equation system is on 3-rd order:

(Z2,+2,)I,-Z,1,+0.0.=E

1:(2,+2,)
20, +(2,+2,+ Z) 1, - Z . =—E,  |:(Z,+Z +Z) (10)
0.0,-ZJ1,+(Z,+Z)I.=E, (2, +Z,)

After transformation and introducing some notation system (10) can be written as
follows:

X, —b,x, —by.x; =b.f
b, .x, + Xx

27 b23x3 = bz fz
b, . X, — by, .x, + X, =Db,.f,

)
Ax=>b.f

(11)
. T
1 _b12 _b13 [A bl fl
where: A=|-b, 1 ~by, |, x=|I,|, b=|b |, f=|f
_b31 _b32 1 [C b3 f3
The notation of (11) in form (2) is:
X, = +b,x, +b,x; + b, f
x, =b,x, + +b,,x,+b, f, . (11a)
X3 = by x, + by x, +b,f;

The equivalent directed graph model associated to the linear system (11a) is
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Fig. 6. Directed graph model associated to the linear electric circuit studied

Using traditional methods, the solution of linear equation system (11) (resp.
(11a)) is following:

| ('1+b23*b32)*b1*f1'(b12+b13*b32)*b2*f2'(b12*b23+b13)*b3*f3 |
N det(A4)
B R B B N N e T D S A R R A
? det(A4) . (12)
X
’ -(b21*b32+b31)*bl*ﬁ-(b32+b12*b31)*b2*fv2+(-1+b12*b21)*b3*f;
det(A4) |

det(A) = _1+b23*b32 +b12*b21+b13*b31 + b21*b13*b32 +b31*b12*b23

Applying the new method, based on graphs’ theory, the final solution gets as fol-
lows:

1-st iteration

_ pap -
L0 det(A)
x(l) — xl(l) — ﬂ (13)
21) det(A)
X
’ _b3 *f3
det(4)
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2-nd iteration
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I x(l) + b23 *bsz *bl *f1 'blz *bz *fz 'b13 *b3 *f3 |
ue 1 det(A4)
¥ = x1(2) = xO + 'bzl *bl *fl +b13 *b31 *bz *fz 'bzs >l<b3 *fs
) : det(A)
X
} x(l) + -b31*bl*fl-b32*b2*f2+b12*b21*b3*f3
R det(A) |
3-rd iteration
x(2) b23 *b32 *bl *f1 'b12 *bz *fz 'b13 >X<b3 *f3
NC) ‘ det(A)
X3 = xl(3) = x® 4+ 'bzl *bl *fl +b13 >l<[731 *bz *fz 'bzs *bs *f3
. : det(A)
X
} x(2) + 'b31 >X<b1 *fl 'b32 *bz *fz +b12 *b21 >X<b3 *f3
- det(A)

4-th iteration

NE (b21 *by; *by, + by, * by, *523)*(b1*f1 +b,*f, +b3*f3)

@ 1 det(4)
x(4) — x1(4) — x(3) + (b21 *bl?) *b32 +b31 *bIZ *b23)*(b1*ﬁ +b2*ﬂ +b3*f;))
z " ’ det(A)
X
} x(3) + (b21 * b13 *b32 + b31 * b12 *b23 ) * (bl*fi + bZ*f‘Z + b3*-f;))
> det(A)

det(A_) = -1+b23 *b32 +b12 >’<b21 +b21 *b13 *b32 +b31 >kblZ *b23 +b13 *b?)l

(14)

(15)

(16)

It is obvious, that the final solution (16) of the linear system (11) (resp. (11a)) ob-
tains on the 3-rd iteration of the proposed procedure because of the fact that the mul-
tiplications on type (b,, *b,, *b,, + b, *b,, *b,, ) arise on the 4-th iteration of the algo-

rithm proposed. It shows that we “go” between vertexes x, —x, —x,, forming the
closed loop in graph’s model considered (Fig. 6).

5. CONCLUSION

The graph method suggested is better than traditional math’s methods, solving the
linear equations system for DC and AC circuits analysis, because it consists of # mul-
tiplications of squared (n x n) matrices on the i-th iteration and the most of elements
of these matrices are 0, compared with the Gauss method which has a (i+1) multipli-
cations on the i-th iteration. The number of necessary iterations in both methods is 7.



Advanced Aspects of Theoretical Electrical Engineering 31

The current graph method proposed is simpler than well known method based on
Mason’s gain formulae because of the fact that it is necessary to determine only all
possible paths in graph considered from initial to intermediate graph’s vertexes and to
take in mind the respective weight coefficients of these arcs, while Mason’s gain
formula requires obtaining of all possible paths between the arbitrary graph vertexes;
all pairs loops, which have no joint arcs; all three loops, which have no joint arcs; all
four loops, which have no joint arcs and etc. and to take in mind the associated coef-
ficients on these paths.
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Abstract: A reliable watt-level femtosecond fiber laser working in dissipative soliton regime is cre-
ated. The laser is built on conventional double-clad ytterbium doped optical fibers and pumped
by a multimode laser diode using pump-signal combiner. The mode-locking is based on the
nonlinear polarization rotation mechanism. The laser typically generates around 5 ps long
chirped optical pulses of average power up to 1.8 W that can be dechirped down to 150 fs in an
external pulse compressor.

Keywords: fiber laser, mode locking, femtosecond pulses, dissipative solitons.

1. INTRODUCTION

The introduction of high-power femtosecond lasers has opened up new prospects
in the modern science and technology. In that field, titan sapphire lasers remain the
main laser system as they are still unsurpassed in the generation of extremely short
and high power pulses. On the other hand, the titan sapphire lasers are relatively
bulky, expensive and require highly qualified maintenance, which limits the wide
spreading of the ultrafast technologies. That is why, other laser systems are subject to
intensive research as an alternative to the titan sapphire lasers. Among these, the fiber
lasers show great potential for development. Their complex features like stable, reli-
able and maintenance free operation, excellent beam profile, good thermal properties
and simplified cooling, compactness and low cost make them the best candidate for
to bring the ultrafast technologies to a broad range of users.

One may distinguish four main pulse propagation regimes in the mode-locked fi-
ber oscillators: soliton regime [1, 2], dispersion managed soliton regime [3], self-
similar regime [4, 5], and all-normal dispersion regime [6, 7]. The basic properties of
these regimes have been systematically presented in [8], see also [9]. Among these,
the all-normal dispersion regime, implemented typically in ytterbium fibers lasers of
around 1pum generation wavelength, seems to be the most perspective for scaling up
the oscillator’s power [10]. The all-normal dispersion lasers may support dissipative
temporal solitons [11].

The recent advances in the high-power femtosecond ytterbium doped fiber lasers
prove their great capabilities. A watt-level average power and sub-100 fs pulses have
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been obtained using ordinary ytterbium doped double-clad fibers [10]. A dramatic in-
crease of the output power has been achieved using large mode area single mode
photonic crystal fibers [12-14]. The average power from the oscillator has been in-
creased from slightly above 10 W [12, 13] up to 27 W [14] and megawatt peak power
of the individual pulses. These results are highly impressive, but the price paid to be
achieved is the strong departure of the laser design from that of the usual fiber laser
concept - the only fiber element in these oscillators is the doped optical fiber. On the
other hand, the ordinary fiber lasers show still unexhausted capabilities. Recently, we
have generated the shortest soliton pulses (around and below 50 fs) by compression
through amplification in an all-fiber erbium laser-amplifier system [15]. The aim of
the present work is to create a reliable watt-level femtosecond ytterbium fiber laser
working in dissipative soliton regime using conventional optical fibers only. Atten-
tion has been paid to the further optimization of the laser design. In particular, mode
matching in the ytterbium doped and the passive fibers is carefully done in order to
reduce the cavity losses. At the maximal pump power of 6 W, the laser generates up
to 1.8 W chirped pulses of around 5 ps duration that can be dechirped to sub-150 fs
pulses in an external pulse compressor.

2. EXPERIMENTAL SETUP

The entire experimental setup is shown in Fig. 1. It includes a fiber oscillator, a
grating pulse compressor and associated equipment for monitoring and characteriza-
tion of the laser parameters. The spectrum of the laser emission is analyzed by an op-
tical spectrum analyzer Agilent 86140B type having a spectral sensitivity range 600-
1700 nm. The temporal structure of the generation down to about 15 ps range is ana-
lyzed by a 50GHz sampling oscilloscope Tektronix 11801C, a 50 GHz (7 ps risetime)
sampling head Tektronix SD-32, and a 30 GHz optical-to-electrical convertor Tek-
tronix SD-48. The pulse duration is measured by self-made scanning autocorrelator
and GRENOUILLE-FROG. The laser power is measured by a Coherent Fieldmaster
GS power meter with LM 10 HTD measuring head.

The fiber oscillator is shown in Fig. 2. In consists of a fiber section and a free
space section. The fiber section includes a double-clad ytterbium doped fiber and two
parts of passive single mode fiber. The ytterbium doped fiber is about 1.5 m long and
has 10 um core with 130 cladding. The single mode fiber is carefully selected so as to
match its core diameter and numerical aperture to those of the ytterbium doped fiber.
This reduces the cavity losses and improves the laser operation. The pump laser diode
is coupled by means of a multimode fiber of 105/125 pm core/cladding diameter. Its
emission around 976 nm is delivered into the ytterbium doped fiber by means of a
pump signal combiner PSC. The free space section is formed between collimators C,
and C, having 50 cm working distance, which incorporates the optical elements of the
mode locking device and the band pass filter.
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The mode-locking of the laser is based on the nonlinear polarization rotation
mechanism whose main advantages are the instantaneous and nonabsorptive way of
operation. The mode locking device of this oscillator consists of three wave plates
(two quarter-wave plates A/4 and a half-wave plate A/2) and a polarizer, in our case,
polarization beam splitter PBS,. The laser output is taken from the reflected part of
the pulse from the PBS,. The PBS, together with a second PBS, and a birefringent
crystal BC (a 3.2 mm thick quartz plate) placed between them form a Lyot filter. It
plays role of a bandpass filter of sinusoidal transmission curve of, in our case, 20 nm
bandwidth (FWHM) and variable central wavelength that can be tuned at the maxi-
mal laser power. At the emission wavelength of the ytterbium fiber laser, all optical
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elements fall in the positive dispersion region and the pulse should broaden continu-
ously in time while it propagates along the cavity. There are two non-dispersion
mechanisms in the all normal dispersion oscillators that may lead to stable pulse for-
mation: the mode locking and the bandpass filter. As it has been revealed [6-8, 10],
the band pass filter plays a crucial role in the formation of the dissipative soliton in
the all normal dispersion oscillators. According to the numerical simulations [10], the
mode locking leads to shortening of the pulses in each cavity round trip, but it is the
band pass filter that restores the initial pulse and keeps it from excessive time broad-
ening and, eventually, splitting into a number of sub pulses. This ensures a stable
mode locking operation of the laser in a continuous pulse train.

Laser output, | | Laser output,

| |

| |
KBH H  — HH:.\

¢ optical YRy G
isolator _ PBS, BC PBS{.
Lyot filt

SMF yoruer SMF
k PSC Yb doped fiber )

C |< | Pump laser diode

Fig. 2. Femtosecond fiber oscillator working in dissipative soliton regime: C — collimator,
SMF — single mode fiber, PBS — polarization beam splitter, PSC — pump signal combiner,
BC — birefringent crystal, A/2, A/4 — waveplates

The group delay dispersion GDD, D, = 6’p/dw*, of the entire laser cavity is esti-

mated to be about D, =+0.05ps’>. To compensate the positive chirp acquired in the
oscillator and, thus, to compress the output pulse, the latter is sent through a double
pass pulse compressor. The compressor consists of two gratings of 1200 1/mm placed
at 45 degrees angle of incidence, Fig.1. The distance between the gratings can be var-
ied continuously in order to achieve the best compression of the pulse.

3. RESULTS AND DISCUSSION

Mode locking operation of the laser can be achieved at different settings of the
waveplates. The different mode locking regimes can be distinguished in the spectral
shape, time duration of the generated pulses, average power, and the stability of the
pulse train. The reduction of the overall cavity losses by proper design of the laser
cavity and reduction of the splice losses between the fiber components strongly im-
proves the operation characteristics of the laser and increases the number of the
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waveplate settings at which mode locking can be obtained. The mode locking is self-
starting at given pump power and suitable setting of the waveplates.

It has been confirmed experimentally in our case too that the laser operation is
highly sensitive on the settings of the mode locking waveplates as well as on the tun-
ing of the bandpass filter. The mechanism of operation of the bandpass filter in the
mode locked laser at all normal dispersion regime can be explained by the following.
The common action of self-phase modulation and the dispersion at positive disper-
sion regime results in continuous broadening of the pulse in time. In that case, the
longer spectral components travel faster than the shorter spectral components. Thus,
after some distance of propagation, the longest and the shortest spectral components
appear at the leading and the trailing edges of the pulse, respectively. Generally
speaking, the spectral components become arranged in a way that the wavelength
gradually decreases along the local time of the pulse, i.e., the pulse becomes chirped.
The spectral filtering, i.e., cutting the extreme spectral components outside the filter
transmission bandwidth, leads, in fact, to cutting of the extreme time edges of the
pulse. This keeps the pulse duration within certain time limits and results in genera-
tion of chirped pulses. It means that such pulses can be further shortened by means of
dechirping in an external pulse compressor.
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Fig. 3. The pulse train (a) and a single pulse (b) illustrate a stable mode locking operation
of the laser without pulse splitting

At proper adjustment of the waveplates and the pump power, a highly stable mode
locking operation can be achieved, Fig. 3(a). A flat top pulse train of identical pulses
is observed at slow time sweep of the oscilloscope. The repletion rate of the pulses,
depending on the actual cavity length, is 71 MHz in this particular case. Single pulse
operation of the laser down to about 15 ps is monitored electronically by a fast oscil-
loscope and optical detectors Fig. 3(b), as specified in the preceding section, as well
as by a scanning autocorrelator, in the shorter time domain. The autocorrelation trace
of a single pulse measured directly after the laser output is shown in Fig. 4. The time
duration of the autocorrelation function is 6.7 ps, which corresponds to about 4.7 ps
pulse duration assuming Gaussian temporal shape of the pulse. The output power of
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the laser at that working regime reaches 1.8W from output 1, Fig. 2, at about 6 W
power of the pump laser diode. At 71 MHz repletion rate, it corresponds to about 25
nJ energy per pulse and 5.3 kW peak power. After some time of operation, the aver-
age power of the laser from output 1 drops to about 1.2 W. It is attributed to a gradual
degradation of the collimator C, due to the lack (in the present design of the laser) of
pump stripper to absorb the transmitted part of the pump radiation. In that case, the
non-absorbed part of the pump power leaks from the inner cladding of the double
clad ytterbium doped fiber to the cladding of the single mode fiber pigtail of the col-
limator. If no lasing takes place at given settings of the waveplates, the pump transi-
tion easily saturates and less absorption of the pump emission takes place. As a result,
substantial part of the pump power hits the collimator, which may lead to its degrada-
tion. The power emitted from output 2, Fig. 2, is about 0.6 W.

Tk Roll E 1 x
§a —_
Tpulse — 4.7ps |
[ 1 1
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Fig. 4. Autocorrelation trace of the output pulse directly at the l1aser output

The chirped pulses from the oscillator have been compressed in an optical pulse
compressor, Fig. 1. The group delay dispersion of the grating compressor in double
pass configuration is given by the following expression

0 2L 1 27
D = = - ——|1- ——sina
> o0’ zcid? (d j ’

where L is distance between the gratings, d is grating constant, & is angle of inci-
dence, A is the wavelength, and C is the vacuum speed of light. The optimal group
delay dispersion of the compressor has been determined experimentally by varying
the distance between the gratings so as to obtain the shortest pulse duration. By this
procedure we have obtained that the optimal dispersion of the compressor is about
—0.1ps?, i.e., twice the magnitude of that of the laser cavity.

The spectrum of the compressed pulse is shown in Fig. 5(a). The laser emission is
centered at about 1.045 um and has a 37 nm bandwidth. The shortest pulse duration,
measured by the scanning autocorrelator, has been determined at 147 fs, Fig. 5(b).
The average power of the compressed pulses from the laser output 1 is about 0.8 W.
The energy of the compressed pulse is 14 nJ, which corresponds to 95 kW peak
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power. The gratings used are not specially designed for pulse compressor, and the
throughput of the entire compressor is about 65 percent. Nowadays, diffraction grat-
ings especially designed for pulse compressor of efficiency exceeding 90 percent are
available. It means that the present laser system, built on conventional optical fibers
only, is capable to generate femtosecond pulse of average power well above one watt
and the peak power substantially above 100 kW.

414

= 20.8 fs
3.31 Tpulse 147 fs ]

2.48

A)\=37nm
166
— e
0.828
(2) (b)
R T Y T 1100.0 = — b
2 nm 451 nd )
19.3 kHz 367 ms orf

Fig. 5. Spectrum (a) and the autocorrelation trace (b) of the compressed pulse

3. CONCLUSIONS

In conclusion, a reliable high average and peak power fiber oscillator working in
dissipative soliton regime is created using conventional optical fibers. The average
and peak power are among the highest reported to date for that kind of femtosecond
fiber oscillators working in dissipative soliton regime. The further development of the
all-normal-dispersion oscillators' concept seems perspective.
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Abstract: An approach to the transformation of nullor RC-networks into resistorless circuits containing
only operational amplifiers (OA), operational transconductance amplifiers (OTA) and capacitors
on the base of admittance matrix equivalence is proposed. This is done by using pseudoinverse ma-
trices which correspond to the rectangular matrices normally used for the transformation of the
passive part of the examined nullor network into an reduced admittance matrix. In this way we
reach to a new pseudopassive admittance matrix realisable by using OTA’s, OA’s and capacitors
only and without resistors. A practical example sustains the theoretical results obtained.

1. INTRODUCTION

Despite of the wide application of the digital devices for signal processing, the use
of the analogue devices of different kinds not only do not lose their significance but
mark an ascending evolution. One of the main advantages of the digital circuits in the
competition with the analogue ones is that they allow to be realized on the base of the
unified integrated technology. The analogue devices and technologies however suc-
cessfully pursue a similar aim — to reduce the element basis used. The arising of ac-
tive RC-, SC-, OTA-C-, switched-current (SI-) and translinear (TL-) -circuits are im-
portant steps of this way. But it seems the basic aspiration that impulses the im-
provement of the analogue techniques, started after the “active RC-epoch” is the de-
sire to remove resistors in the corresponding decisions. Such a possibility possesses
the use only of transistors and capacitors which realization as integrated circuits is
well worked out. Some works are published [8, 9] that describe a variety of methods
for synthesis of OTA-C-filters on the base of LC-ladders or signal-flow graphs,
whereas others [13-15] propose procedures for transformation of active RC-structures
into OTA-ones. The nullor model of an operational transconductance amplifier used
in the literature and in the present paper is given in Fig. 1.

V-V)e=i =i
Fig. 1
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In the paper an approach to the transformation of active RC-networks into ones
containing operational amplifiers (OA), operational transconductance amplifiers
(OTA) and capacitors is proposed. Consequently, this transformation responds to the
trend discussed above and leads to “resistorless” results.

2. THEORETICAL BASIS

Let us consider a nullor network N with m+1 nodes (the node with label m+1 is
the grounded one) which contains n nullators and n norators (i.e. n nullors). Accord-
ing to classical works of Davies [1, 3] we can form the definite square admittance
matrix Y, of size m for the passive part of N. In order to find the admittance matrix Y
of the network N taking into account the nullor influence it is necessary firstly to
write the matrices Ky and K, of size (m-n)xm and mx(m-n), respectively. A simplest
way to find these two matrices is to start from two identity matrices 1 of size m. Then
one obtains the matrix Ky (K,) by adding all columns (rows) in 1 which correspond
to the nodes in N interconnected by norators (nullators) and by replacing by 0 the en-
try 1 in the columns (rows) which correspond to nodes connected with the ground
node by norators (nullators). Then the searched admittance matrix Y is

Y =K. Y,.K,. (1)
Having in mind the equalities [2, 16, 17]

K.T' K.at:. K.:;; = K_ﬂ;.':
{KH' Ki.K, =K, @)

where K3 and K7 are the Moor-Penrose pseudoinverse matrices [2] of K, and K,,,

respectively. After substituting the expressions (2) in (1) we obtain an other expres-
sion for Y:
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Y =Ky KL Ky Y, KL KLK, (3)

or
Y =K, Y,.K, 4)
for Y, = KiK. YK, .K] = K} Y.K. (5)

If we compare the last result with (1) we can see that the new matrix Y, in (4)
plays the same role as the matrix Y, in (1) but obviously

Y, =Y, (6)

Because the matrix Y| corresponds to the passive structure of N, its entries (ad-
mittances) in every row or column satisfy the dominant condition (nonnegative sum
of entries, nonnegaitive entry on the main diagonal and nonpositive entries outside of
it). On the other hand the products K3. Ky and K,,. K, in (5) are nonidentity matrices

and the entries of Y, do not satisfy the dominant condition. Consequently, the matrix
Y does not correspond of a passive structure (it is pseudopassive matrix). This con-
clusion submits for discussion the problem of a suitable realization of Yy as it will
present below.

3. POSSIBLE REALIZATIONS OF MATRIX Y

Without loss of generality in what follows we suppose that the entries of Yy are of
the kind + gj; (resistive admittance) or SCj (capacitive admittance) on i row and j"
column, i, j=1, 2, ..., m-n. The matrix Y, can be synthesized according to the meth-
ods, proposed in [4-7, 10-12] but all they lead again to nullor structures. Here we
propose two ways to the decision of this task, namely:

Direct realization. The circuit implementation of the frequency independent en-
tries of Y, locate as below

Lo @

causes no problems and it is possible by using OTA’s from Fig. 2. When however the
entries depend on the frequency:
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the corresponding blocks consist of one or two operational amplifiers and one or two
OTA’s — Fig. 3.

I=C.V,3.~C, 9

Fig. 3

Realization of transformed matrix Y,. Here we aspire to obtain the matrix K.Y,/s
instead of Y, where is a positive real constant. Then all frequency independent entries
of Y, become frequency dependent and vice versa. Note that the multiplication given
above does not change all voltage transfer functions connected with network exam-
ined. The circuit implementation of the frequency independent entries uses again
OTA’s, whereas the realization of frequency dependent entries needs OTA-
integrators [13-15] — Fig. 4. To our mind this approach is preferable because as it is
clear from Fig. 3 the direct realization of Y, uses differentiating blocks whereas the
cells for the second approach are integrators and they reduce the noises.
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4. EXAMPLE

The well known Tow’s lowpass filter structure is given (Fig. 5a). Now we shall
try to transform it into an equivalent OA-OTA-C- structure according to the method
proposed above. The corresponding nullor representation of the filter is drawn in Fig.
5b. Firstly, on the base of the last one we write the matrix Y:

—§1 & TGt gyt —g2 —5C; g g g —83
0 —g2 — 5Cy g2+ g3 +36, —gs g 0 g
1] 1] 1] -.FC: 2 -+ Ff: =8z 1]
0 o ¢ 0 —9s 9378 &
0 —8; o g o —9: 85 195
€))
We assume a low-pass second-order Butterworth filter transfer function
bl _ _ %
Iy (s) = vils)  Bp+bystbp.s?’ (10)
for
{ag="5by =1; b, =4503.107% " b, = 1,014.10"". (11)
The analysis of the circuit in Fig. 4a yields
ggi:?j 1
Ty (s) -m- T leEREsts _Botily - (12)

S1838s S1¥s s
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and for 0:=0,=03=0s=05=gs= 1MS from (10) and (11) one obtains C;= 0,225
wF; C,=0,4503 u F.

g
R P <l : N Cys 6 v|7
v, & [V g &:E"%g,:ﬂ&

Fig. 5b

Taking into account the location of the nullators and norators in Fig. 5b the matri-
ces Ky and K, are [1]

1 0 0 O
1000000 0 000
0100000 0100

K, = , . K,=|o 0 o of (13)
0001000 0010
0000010 0 oo

o 0 0 1
Because [2]
K-.\r' = B\r c.’\?; Hn = Bw C}L (14)
and rank Ky =5; rank K,=5, it is suitable the choice
10 0 0
1000 0 000
0100 0100
By = O 0l.g =lo o 0 ol (15)
0010 -
00 0 1 10
000 0
o 0 0 1
Then from (14) one follows
1000000 100 0
lo1eo0o0o0el . [010 0

“=looo100¢0“foo1o0 (16)

0000010 000 1

Now for the pseudoinverse matrices K3 and K], we obtain
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From (5), (17) and (18) we obtain the pseudopassive matrix

[ 91
—&

0

0
0
0
0

coo oo 9o

0

—gz; —5€;

0

=93
(1]
0

0

0
0
0
0
0
0
0

Q
Q
0
_SC:
Q
—8s
0

0
0
0
0
0
0
0

ﬁ =
—da

0
0
0

—de
0 -

omocococoe

L= = =

L [ ) e
|l L = ]

(17)

(18)

(19)

Of course this matrix can be realized directly by using the blocks given in Fig. 3.
We prefer however to follow the second approach commented in item 3 — this realiz-

ing the matrix K.Y, /s. Then from (19) one obtains

kY, /s =

k.g:/s

—k.g,/s

0
0
0
0
0

0

0
0
0
0
0
0

—k.gz/5 —k.€;

—k.gafs

0
0
0

0
0

0 0

0 0

0 0

0 -kC
0 0

0 —k.gs/s
0 0

Lo B o B i ) a L a  a

0

—k.g. /5
0

0
0

—k.gs/%

0

(20)

or for k=10’ and taking into account the values of g1, Gz, g3, Ja, Us, Gs, C1 and C, the
matrix (20) takes the form

k.Y, /5=
r10%/s 0 0
-10%s 0 -10%/s—0,225.10"%
0 0 0
-l ¢ o -10%/s
0 0 0
0 0 0
0 0 0

L R o B B

0
0
0

—-0,4503.10°°

0

—10%/s

0

L= R e o o ) o L o Y

1)
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The filter structure synthesized on the base of the last matrix is shown in Fig. 6. It
contains 3 OA’s, 13 OTA’s and 5 grounded capacitors without resistors. It was simu-
lated through the product Multisim 10 (Fig. 7) and the characteristic of attenuation A,

dB vs frequency f, Hz is given in Fig. 8.
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Fig. 8
5. CONCLUSIONS

The approach presented in the paper is based on the use of pseudopassive trans-
forming matrices for equivalent conversion of RC-nullor networks (usually networks
containing operational amplifiers, resistors and capacitors) into structures with opera-
tional amplifiers, operational transconductance amplifiers and grounded capacitors.
This element basis does not contain resistors and simplifies the practical realization
of the transformed objects as integrated circuits. The theoretical results are applied to
the concrete active RC-network.
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Abstract. Using spectroscopic data found in the literature for a sample of 55 nearby (z<0,4) Seyfert
galaxies and working under assumption that a black hole is the central AGN engine in them,
corresponding black hole masses and accretion disk luminosities are derived. Possible compos-
ite character of some of the nuclei is discussed utilizing Veilleux @ Osterbrock (1987) [OIll]
A5007/Hp vs [NII] 1.6583/Ho. diagnostic diagram.
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1. INTRODUCTION

Seyfert galaxies belong to the class of Active Galactic Nuclei (AGN). According
to the standard model, in active galaxies an accretion disk around a massive black
hole produces a hard X-ray continuum, which photoionizes the Broad Line Region
(BLR, where broad emission lines originate) and the Narrow Line region (NLR,
where narrow emission lines originate) located at < 1pc and at<100 pc from the nu-
clear engine respectively. Seyfert galaxies are classified as type 1 or type 2. Type 1
have both narrow forbidden lines (FWHM~10’ kms™) and broad Balmer lines
(FWHM~10" kms™) in their optical spectrum, while type 2 have only narrow lines.
Actually they are the same object: type 2 Seyferts harbour a BLR, but this is obscured
in some direction by a molecular torus (Antonucci [1]).

Black holes have been the leading candidate to power central engines in AGN for
over three decades, but direct evidence for their presence has been elusive. In nearby
galaxies, spatially resolved kinematics have provided strong evidence for the ubiquity
of nuclear black holes with dynamical black hole detection reported for 37 galaxies
by Woo and Urry [2].

Black hole mass, along with accretion ratio is a fundamental property of AGNs.
Via the Eddington limit, a maximum luminosity for the idealiazed case of spherical
accretion (Lgag=1,25.10"® Mp/M, ergs s™), the black hole sets an approximate upper
limit to AGN energetics summarizing the accretion history of the AGN.

2. RESULTS AND DISCUSSION

Direct cinematic observations of the black holes are limited by finite spatial reso-
lution, not to mention that scattered light from the bright central source dilutes any
cinematic signal from orbiting material. For these reason various less direct methods
for estimating black hole mass have been devised. One set of methods assumes that
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the BLR 1is gravitationally bound by the central black hole potentional, so that the
black hole mass can be estimated from the orbital radius Rgy g and the Doppler veloc-
ity.

We attempt an proximate evaluation of the black hole mass for the 55 objects for
which we have data of the broad H, component [3]. Assuming that broad-line clouds
are viralized, the black hole mass can be estimated as:

MBH = V2 RBLR/G (1)

making some suggestions [4]. The virial assumption may not be correct, however; ra-
diation pressure and or magnetic field may contribute significantly to the dynamics,
and outflows or winds could cause the observed lines to exceed those induced by the
black hole potential itself. Additionally, the calculations require measurement of the
broad Hg, which is not detected because it is swamped by the narrow line produced
by starburst and/or by the AGN continuum which is not measured directly. We sub-
stitute the FWHM of Hg with the FWHM of the broad H, that we atribute to AGN.
H, 1s usually broader than the Hg so this is another factor that leads to black hole
mass overestimation.

Assumptions about the orbital shape and inclinations of the broad-line clouds in-
troduce additional uncertainties. McLure @Dunlop [5] suggest f=1,5 for the relation-
ship between orbital velocity and FWHM:

v=1,5FWHM x Hjg (2)

and Rgir = 32,9 (AL5190a/ 10* elrgss'l)o’7 in light days [4]. We adobe FWHM= 1500
km/s for the galaxies that are likely to be Sy 1 type and FWHM~ 500 km/s for those
that are probably Sy 2 type.

Assuming accretion scenario, the energy of the falling matter can be transferred
into energy or fast-moving particles with coefficient 1,

0572< 1 0,423

This coefficient shows how much of the mass moving toward the black hole is
transferred into energy and does not reach the black hole. The so obtained luminosity
of the accretion disk is

Laise =1 (dM/dt) ¢? 3)

From here we can derive the accretion ratio dM/dt = Ly /T]C2 , assuming n=0,1.
Every accretion disk emits only part of boundary Eddington luminosity, for Seyfert
galaxies between 0,01 and 0,1. We adobe Ly = 0,1 Lggq .

If the the black hole is fast rotating and massive enough we will expect the accre-
tion disk surrounding it to be a source of photons and accepting R = 0,5 R, for the ra-
dius of the inner edge of the accretion disk, where
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R,=2GM/c? 4)

e Schwarzshield’s radius.

The presumed temperature of the disk can be derived accepting that the accretion
disk emits like a black body:

(dM/dt) ¢*= 4R o T* &)
From where
Taisk = (c®(dM/dt)/8nG*M?) (6)

i.e. the temperature of the disk depends on the accretion ratio of the matter reach the
black hole.

The results are presented in the Table 1. The Table 1 lists names, luminosity of
the broad component of H, in units of ergs s, relative intensities [OIlI]}/Hg and
[NII]/H,, , the calculated black hole masses and approximate luminosities of the nu-
clei, according to Eddington’s formula L/L,; <Lgqq4/Lc =1,25 10°® Mpy/M, ergs s, ac-
cretion ratio and the temperature of the accretion disk.

Table 1
Name IgLy, | [OII]/Hg | [NII]J/H, Ig Mgy | 1g Laisk dM/dt,yr'1 Ig Tisk
NGC 185 34,75 3,32 0,61 4,96 42,06 0,0002 5,53
NGC 676 38,44 10,13 0,94 7,54 44,63 0,07 4,88
NGC 777 38,73 3,68 1,79 7,74 44,84 0,12 4,84
NGC 1052 40,16 2,01 1,20 8,67 45,77 1,03 4,60
NGC 1058 37,40 3,81 1,23 6,81 4391 0,01 5,06
NGC 1068 41,55 12,82 0,76 9,72 46,82 11,57 4,34
NGC 1167 40,21 5,66 2,01 8,78 45,88 1,33 4,57
NGC 1275 41,14 14,88 1,36 9,44 46,54 6,07 441
NGC 1358 40,36 11,33 2,01 8,89 45,99 1,71 4,54
NGC 1667 40,54 7,58 2,38 9,01 46,11 2,25 4,52
NGC 2273 40,46 5,77 0,86 8,92 46,02 1,83 4,54
NGC 2336 38,39 2,97 1,79 7,51 44,61 0,07 4,89
NGC 2639 39,68 3,46 4,25 8,41 45,51 0,57 4,66
NGC 2655 39,55 3,83 291 8,32 45,42 0,46 4,67
NGC 2683 37,21 2,93 1,49 6,68 43,78 0,01 5,1
NGC 2685 38,66 3,11 0,93 7,70 44,80 0,11 4,84
NGC 2841 38,53 1,86 1,83 8,56 45,66 0,80 4,63
NGC 3031 37,64 4,11 2,23 6,99 44,09 0,02 5,02
NGC 3079 38,76 4,15 1,59 7,77 44,87 0,13 4,82
NGC 3147 39,47 6,14 2,71 8,27 45,37 0,41 4,70
NGC 3185 39,60 3,42 0,87 8,36 45,46 0,50 4,68
NGC 3227 40,38 5,91 1,33 8,90 46,00 1,75 4,54
NGC 3254 38,43 9,57 1,14 7,54 44,64 0,08 4,88
NGC 3486 37,79 4,54 1,05 7,09 44,19 0,03 5,00
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NGC 3516 40,21 9,28 1,31 8,78 45,88 1,33 4,57
NGC 3608 38,28 2,94 1,30 7,44 44,54 0,06 4,91
NGC 3627 38,50 2,90 1,44 7,56 44,66 0,08 4,88
NGC 3738 37,72 2,96 0,10 7,04 44,14 0,02 5,01
NGC 3941 38,67 3,52 1,56 7,71 44,81 0,11 4,84
NGC 3976 39,21 3,58 1,96 8,06 45,16 0,25 4,75
NGC 3982 39,21 21,35 0,87 8,10 45,20 0,28 4,74
NGC 3998 40,00 1,98 1,08 8,64 45,74 0,96 4,61
NGC 4051 40,04 4,50 0,64 8,67 45,77 1,03 4,60
NGC 4138 38,54 5,94 1,47 7,62 44,72 0,09 4,86
NGC 4151 41,22 11,56 0,68 9,50 46,60 6,97 4,39
NGC 4168 37,60 3,79 2,85 6,94 44,04 0,02 5,03
NGC 4235 39,25 12,86 2,57 9,05 46,15 2,47 4,50
NGC 4258 38,35 10,32 0,80 7,46 44,56 0,06 4,90
NGC 4378 38,80 4,09 2,78 7,77 44,87 0,13 4,82
NGC 4388 40,07 11,15 0,57 8,68 45,78 1,06 4,60
NGC 4395 37,88 6,22 0,44 7,16 44,26 0,03 4,98
NGC 4472 37,59 5,08 3,43 6,93 44,03 0,02 5,04
NGC 4477 38,84 3,70 1,87 7,82 44,92 0,14 4,81
NGC 4501 38,93 5,31 2,10 7,90 45,00 0,18 4,79
NGC 4565 37,97 8,73 2,50 7,20 44,30 0,03 4,97
NGC 4579 37,44 3,07 1,89 8,22 45,32 0,37 4,71
NGC 4639 38,34 3,77 1,12 7,46 44,56 0,06 4,90
NGC 4698 38,69 4,29 1,31 7,72 44,82 0,12 4,84
NGC 4725 38,19 6,64 1,14 7,35 44,45 0,05 4,93
NGC 5033 39,32 4,69 2,36 8,14 45,24 0,30 4,73
NGC 5194 38,88 8,96 2,90 7,84 44,94 0,15 4,81
NGC 5273 39,27 11,08 1,14 8,10 45,20 0,28 4,74
NGC 5395 38,87 3,03 1,23 7,83 44,93 0,15 4,81
NGC 5548 40,70 10,09 0,88 9,11 46,21 2,84 4,49
NGC 5631 38,87 3,45 2,61 7,83 44,93 0,15 4,81
NGC 6482 39,23 2,33 8,08 45,18 0,26 4,75
NGC 6503 37,56 0,65 6,91 44,01 0,02 5,21
NGC 6951 39,07 6,62 2,48 8,00 45,10 0,22 4,77
NGC 7479 39,53 3,87 1,16 8,31 45,41 0,45 4,69
NGC 7743 39,59 5,68 1,65 8,35 45,45 0,49 4,68

The masses of the black hole are between 10° and 10’ solar masses but they could
possibly undergo strong changes in their accretion ratios when they brighten. The ob-
tained disk luminosities are consistent with those of the typical AGN (L~10*-10%
ergs s™).

If we suppose that the velocity of gas outflow from AGN nuclei is approximately
the same as the accretion ratio, the so obtained value for dM/dt — less than 1 solar
mass for 80% of the sample is way lesser from the typical outflow velocities for Sey-
fert galaxies (10+100 solar masses), as well typical outflow velocities for quasars
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(110 M,). This suggests that only a tiny fraction of the available gas gets accreted
(which means that the rest is driven out by winds).

3. OPTICAL CLASSIFICATION

All objects In Table 1 with few exceptions are reported as Seyfert 2 or transition
objects. In order to check NED Seyfert 2 classification accurately we have employed
an optical diagnostic diagram by Veilleux @ Osterbrock [6] which use line-intensity
ratios that are relatively insensitive to reddening and are considered good excitation
indicators. Line ratios [OIII] A5007/Hg and [NII] 6583/H, delineate the different exci-
tation which operate in HII regions, high — excitation AGNs (Seyferts) and low-
excitation AGNs (LINERS) — Fig. 1.

<
F'\—_\. 1
=
[—]
=
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log [H IN] 46583/ Ho

Fig. 1. Diagnostic diagram [OIII] A5007/Hp versus [NII] 6583/H,

Although the boundaries between these three classes are not rigorously defined
this diagram represents a valid system to distinguish between various types of narrow
emission objects. Five of the objects that are in the LINERS area - NGCNeNe 2639,
2655, 3941, 4168 and 4378 are reported to be Sy2 by Ho L.C. at all, 1997 [2] and 7
of the objects in the same area - NGCNeNe 2336, 2683, 3608, 3627, 4579, 5395 and
5395 are most likely to be LINER 2, but may actually to be Sy2 according to the
same authors. NGC 2639 is composite object, LINER + Sy 2, according to [7] and
NGC 3998 is a LINER confirmed by [8].

4. CONCLUSION

The main conclusions of this study can be summarized as follows:

e the obtained black hole masses, disk luminosities and temperatures are consis-
tent with the typical data for Seyfert galaxies;

e accretion ratios are smaller than expected;
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e Veilleux @ Osterbrock diagnostic diagram produces a well distinguished
groups of Seyfert 2 galaxies, starbursts and LINERs except form the cases
when the objects are composite (for example LINER+Sy?2)
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Analytical expressions are given for the basic parameters of the multiple impulse signal of Eddy
current transducer (ECT), included in a scheme with shock excitation. The expressions are pre-
sented in a different form and are analyzed in view of their use for preliminary calculations in
the development of various methods and instruments for the eddy current nondestructive test-
ing. Through these expressions are determined the initial values of the elements in the measur-
ing scheme. The necessary values of the parameters of the output signal of the pulse ECT
(PECT) are determined by Finite element method (FEM).
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1. INTRODUCTION

Since their introduction the pulse methods (PM) for eddy current nondestructive
testing (NDT) have shown several advantages [1, 2]. It is not coincidence that recent
publications in this field [3, 4, 5] has increased. However their theoretical study is
very difficult because, in general, it leads to a simultaneous decision of the transient
process in non-linear electrical circuit (measuring scheme) in which participates an
eddy current transducer (ECT), whose parameters (inductance/mutual inductance and
active resistance) has to be dynamically determined by parallel solving of the electro-
dynamic field task. Many attempts have been made [2] for the analytical solution to
the problem, but end (in terms of the output signal) and practically applicable (even at
the modern computing equipment) results are not known to the author. Until recently
there were not any available software products, based on the numerical methods,
which to solve the combined task (electrical circuit - electromagnetic field). Currently
already there are available software products, which very successfully are solving the
problem, for example the latest versions of the product MagNet [6].

In the present work, this product is used not for the full modeling of eddy current
device, but for solving a simpler, but also practically difficult for analytical solving
task for determination of the parameters of the elements, participating in one of the
most widespread measurement impulse schemes - the one with shock excitation [2].

In the work it is demonstrated that it is very useful the complex simulation with
the use of modern software to be preceded, wherever possible, by a partial analytical
analysis of some aspects of the problem.
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2. ANALYTICAL DETERMINATION OF THE OUTPUT SIGNAL
OF THE MEASURING SCHEME WITH SHOCK EXCITATION

The replacement scheme of the impulse eddy current method with shock excita-
tion is shown in Fig. 1.

S R,
| S|
r—5"
E, I I
c be 9
T EcT |
A |
L_T
Fig. 1

Before the commutation at t = 0 the switch S has been closed for enough time t;,
that the scheme practically to reach the steady-state conditions:

U(0-) = Up , irc (0-) = Uy /R (1)
UO:EOaR:Rc+Ra (2)

Apparently for an error below 0,1% the following inequality should be fulfilled
In order to fulfill (4) with an error below 0,1% should:

t; > 71 = 7L, /R. 3)

Currently t = 0 the switch S is opened for time t,, enough to reach the new steady-
state conditions:

Ue(t) = U(0) = 0, Tre(tz) = ir(o0) = 0. 4)
In order to fulfill (4) with an error below 0,1% should:
t, >, &)

where 1 is the time constant of the closed loop C - R,— ECT.

Almost always it is working in mode of damped oscillations of the currents and
voltages, in which in most cases an output signal is the voltage at the ends of the
capacitor U, or the current i in the loop:

Up = %e'“sin{:ﬂ't— W), (6)
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im - %e'hrainiﬂr-'r @) | 7
where
- 1 _ k
)@= =L e =, (8)
i =vyw®s — b 9)
i = arctg {bﬁ;flj + m.q(1l=—BCR) (10)
@ = arctg(=). (11)

n(X — a) is Heaviside step function.
Although it is not obvious, it can be demonstrated that:

v =2¢ (12a)
and

n>y>0, w2 >¢ >0. (12b)

From (6) and (7) taking into account (8b) and (3) it is seen that the time constant
of the circuit after commutation from (5) is:

F=r=—=21. (13)

From (3), (5) and (13) is easily found that at the same accuracy of the requirement
for attenuation of both transient processes

t2:2t1 . (14)

The graphics of U, and the current i in the circuit are shown in Fig. 2:
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If the characteristic resistivity p and the quality factor q are introduced:

2)p = ig, b) ¢ =%, (15)

the requirement for damping oscillation mode can be written in the following ways
a) ®>b, b)R<2p, ¢)q> 12 (16)

The expression for U, can be expressed as a function of (:

_ 2¢%0o __be -
e = Taeis e " gsin(fdt + ) (17)
0= j'—q,;s!q? -1 (18)
yb—a'rcrg{ 4‘*; )+nr}(q——j (19)

It turns out that all the parameters of the output signal can be expressed by the
quality factor q and the own frequency ® of the circuit in Fig. 1, which reflects the
influence of the electro-physical parameters and geometry of the controlled object:

=3 vC(Ro+Rg)’ (20)
1
G = e (21)
Moreover
a) Le=Lo—Lec, b) Re=Ro+Rgc. (22)
1200
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Fig. 3
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With L and R, are indicated the inductivity and the resistance of PECT in the ab-
sence of the controlled object (sample), and with Lgc and Rgc — the appropriate com-
ponents caused by the magnetic field of the eddy currents (the inserted components).

On Fig. 3 it is shown the dependence of the angular frequency of the damping
fluctuations Q as a function of the quality factor for = 1000 s™, and on Fig. 4 — the
dependence on the initial phases y and ¢ from ¢ in logarithmic scale.

3 - =9
—y
Y.
Ve
/
0

0,1 1 10 100

Fig. 4

There is clearly the very strong dependence of Q2 from q in the range (1/2 + V2/2)
and respectively very weak dependence at q > 10 (Fig. 3). Similarly the initial phases

¢ and v strongly depend on ¢ in the range (1/2 =+ t‘§/2) and are slightly influenced by
the quality factor at g > 10 (Fig. 4).

3. DETERMINING THE PARAMETERS OF THE MEASURING SCHEME

Development of a device for nondestructive eddy current testing or measurement
based on the method with shock excitation is a complex engineering task. In the pre-
sent work an attempt is made to determine only the values of the elements of the
measuring scheme from Fig. 1 - the capacity of the capacitor C and the resistance R,
of the auxiliary resistor. And the times should be determined t; of a closed switch S
and respectively — t,, when it is opened (Fig. 1).

It is considered that developed impulse ECT is available, or there is a vision for
its shape, size and number of turns. If it has a magnetic core, it is necessary to be
modeled precisely enough as linear.

According to the selected informative parameter (first negative/positive ampli-
tude, average of the detection voltage, etc.) the number n is set of the periods of the
damping oscillations, whose amplitudes are attenuated not more than K times. In most
cases, it is appropriate that k = e°.

Also it is suggested that the shape and dimensions are known, as well as electro-
physical parameters (i1 u ) of the potential controlled (measured) object, which can
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be ferromagnetic, but its characteristics to allow its examination as linear. Also it is
considered, that with taking into account the purpose of the device, the area of control
in the sample is known, expressed as the depth d from its surface, where significant
eddy currents will be inducted. This allows determining the depth of penetration

[—

&-émi_n-ct, (23)

and from there the angular frequency € of the induced eddy currents:

£l =2nF = pr (24)
The next stage involves modeling using some of the latest software products for
numerical analysis of electromagnetic fields of the system ECT — controlled object
(Fig. 5). Very suitable for this purpose are the latest versions of the software product
MagNet [6], which is used by the author to verify the effectiveness of the proposed
algorithm. The model contains a component type "coil", presenting ECT from Fig. 5,
powered by a sinusoidal current source with a frequency defined in (24). Due to the
linearity of the model the effective value of the current may be random, but it is more
convenient for the calculations, if it is taken to be 1A. The second component is the
controlled object (Sample) from Fig. 5, from material which is user-defined and char-
acterized by the given y = const and p = py 1, = const. Of course, the thickness of this
component must be greater than the given depth d of the control area (measurement).
If the unit will be universal, i.e. various controlled (measured) objects will be con-
trolled (measured), quick and sufficiently accurate results are obtained, if the second
component is right circular conductive cylinder. Recommended for tasks from the
field of NDT options and settings [7, 8] are set, and the model is solved using the
solver "TIME HARMONIC" - 3D or 2D, depending on is there a proper symmetry.

T

Sampls (WY

Fig. 5

The global variables full magnetic flux — ¥, joule's losses — AP and the current
through ECT (the component “coil”) are reported, and the parameters of the con-
verter are defined:

a) Le=%; b) Re =%, (25)
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From (2), (6), (13), (24) and (25a) the equivalent resistance of the circuit after the
commutation is determined:
0L Ink

R=R.+Rg= 3 (26)

BT

and from (26) and (25b) — and the value of the additional resistor:
R.=R-R.. (27)

From (9) a convenient expression is defined for calculating the capacity of the ca-
pacitor from Fig. 1:

AL
+
¢= 4N LE+RE (28)

Participating in the above expression values are replaced by (25a), (24) and (26).

The time t;, during which the switch S is closed, is determined by (3) where the
values are replaced by (25a) and (26). The time t, of closed switch S is easily deter-
mined from (14) and (3).

4. EXAMPLE
4.1. Input data
ECT
Outer diameter Inner diameter Height Number of turns Core | Lift-off
10 mm 4 mm 6 mm 30 No 0,2 mm
SAMPLE
Diameter Height Y T d
18 mm 4 mm 2 MS/m 1 1,5 mm
CIRCUIT
Current n k
1A 4 e’
4.2. Calculations
Q APc 5 Lc Rc R
353678 s 0,019 W 3,03.10° Wb 3,03 pH 0,019 Q 0,17 Q
4.3. Output data
R, C t1 t

0,151 Q 2,62 pF 0,124 ms 0,248 ms
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4.4. Other useful quantities

[\ q v ¢
1,07 Q 6,3 2,98 rad 1,49 rad

References

[1]
[2]
[3]

[4]

[3]

[6]
[7]

[8]

Weidelich D. L., An Analysis and Discussion of the Response oj s Metal Plate to Pulsed Ed-
dy Currents, International Conference on NDT,Hannover, 1970.

Grozdanova D. B., Study of electromagnetic processes in linear conductive environments
quasi stimulant pulse field, Sofia, 1983 (in bulgarian).

Krause T.W., Prof., D. Harlley, V.K. Babbar, Dr. and K. Wannamaker, Evaluation of Se-
lective Phase Corrosion Thickness on Nickel Aluminum Bronze Valves using Transient Ed-
dy Current, NDT in Canada National Conference, 25-27, 2009, London, Ontario, Canada.
Babbar V. K., D. Harlley and T. W. Krause, Study of the Variations of Probe Parameters by
Finite Element Modeling of Transient Eddy Currents in Multilayer Aluminum Structures, 6"
International Workshop — NDT-Signal Processing, August, 25-27, 2009, London, Ontario,
Canada.

Scottini R., H.J. Quakkelsteijn, Monitoring Average Wall Thickness of insulated or difficult
to access objects with Pulsed Eddy Currrent, IV Conferencia Panamericana de END, Buenos
Aires, Octubre, 2007.

www.ifolytica.com.

2D Tutorial, Preparing, Solving and Interpreting NDT Problems, Infolytica Corporation,
2005.

3D Tutorial, Preparing, Solving and Interpreting NDT Problems in 3D, Infolytica Corpora-
tion, 2006.



A SIMULINK MODEL OF SYNCHRONIZATION
OF LORENZ-BASED CHAOTIC SYSTEM

Galina Cherneva, Elena Dimkina

Department of Electrical Engineering, Todor Kableshkov University of Transport,
Geo Milev Str. No158, 1574 Sofia, Bulgaria, phone: +359 888 498478,
e-mail: cherneva@vtu.bg, elena.dimkina@abv.bg

Abstract: The Lorenz system is one of paradigms of chaos since it captures many features of
chaotic systems. The chaotic Lorenz system appears frequently in theoretical studies of chaos
communications. Chaotic signal transmission is based on chaos synchronization. This paper
presents the computer modeling and simulation of the Lorenz-based chaotic circuit in the
transmitter and in the receiver of a communication scheme by Simulink. The synchronization
between the transmitter and receiver has been proved by analyzing the stability of the error

signal.
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1. INTRODUCTION

Chaotic signal transmission is based on chaos synchronization [1, 2, 3, 4]. Syn-
chronization of chaotic oscillators is one of the fundamental phenomena of nonlinear
dynamics. A typical and most widely-used scenario of the chaotic synchronization is
identical synchronization, where the state of response system converges asymptoti-
cally to the state of the drive system. The drive chaotic system is located in the
transmitter and the response chaotic system in the receiver in a communication
scheme (Figl). This driving response synchronization is described in [1], in which

the Lorenz system is used in the transmitter and the receiver.

| |
' Transmitter |  Channel
| |
i Drive | X (t)i
| chaotic > | Z
} system |
| |
L - _
Fig. 1

Response
chaotic

system

This paper presents the Simulink model of synchronization between two Lorenz-
based chaotic systems. According to numerical simulations, by a choice of parame-
ters the synchronization error states converge to zero and hence the synchronization

between Lorenz systems is achieved.
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2. MODEL DESCRIPTION

The Lorenz system of differential equations exhibiting chaos is the simplest
nonlinear three dimensional system of first order. The non-dimensional form of Lo-
renz system is:

x=o(y—x)
y=pX—-Yy-Xz, (1)
2=xy - 2

where o, p, f are parameters, and [X Y z] is the state vector.

Interpret equation (1) as a dynamic drive system. The response system is
structurally similar to the drive system and can be written as

Xp = G(yr - Xr)
Ve = px(t)-yr = x(t)z, . 2)
2, = X(t)yr _ﬁzr

The signal used for synchronization is X(t).
The system is implemented with the following standard parameters [2]:
8
o=10;p=28; ,B:E.

The parameter o i1s modulated by a digital informational signal, so that it is
o+ Ac if the bit is “0” or ‘1”. For the different values of o is observed different cha-
otic attractor [5].

The coefficients of the receiver are chosen identical to that of the transmitter.

The synchronization between the transmitter (1) and receiver (2) has been proved
[2] by analyzing the stability of the error signal:

e=(X-Xx,y-Vy,,2-z,). (3)

According to the Lyapunov theorem [1], e(t) > 0 asymptotically as t — o, which
implies that the synchronization between the transmitter and receiver occurs.

3. SIMULATION MODEL AND RESULTS

The Simulink model of the communication scheme with the Lorenz system in the
transmitter and the receiver is shown in Fig. 2.

The communication channel is anticipated only with additive white Gaussian
noise.

Figure 3 shows the error signal e(t) of scope:
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— curvel — without noise added to the transmission channel;

— curve 2 — with Gaussian noise of zero mean and with a variance of 1;

— curve 3 — with Gaussian noise of zero mean and with a variance of 25.

After the synchronizing the error state of the transmitter and receiver systems is
ZEro.
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4. CONCLUSION

The curve 1 (without noise) shows that the response systems states synchronize
within a short period. The synchronization time is of the same order as periodic type
oscillations of the chaotic system, which implies that synchronization occurs within a
small number of orbits of the trajectory around the chaotic attractor.

The state errors in the second case are reasonably acceptable and it is clear that
the system has indeed synchronized. That synchronization has been achieved, can be
judged qualitatively by the fact that the response system states do follow the drive
system’s states over the simulation period.

However, in the third case the state errors are similar, throughout the simulation,
to the initial errors and it is quite unclear that synchronization has been achieved.
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Again from a qualitative point of view the response system’s states do not follow the
drive system’s states. However this approximate synchronization may be acceptable
dependent on the application.
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Abstract. The successful electric grid load forecast prediction is an important task for the compa-
nies involved in the energy distribution industry when the economy is deregulated. The electric
consumption forecasting finds many applications as is in the cases of planned inclusion or re-
moval of power plants from the electric grid, when planning the future energy distribution in-
frastructure or in the markets of electrical energy trading between states and etc. In this paper
are given results for energy load daily forecasting, when presenting the consumer power load
as time series dataset, using Feedforward Error Backpropagation Neural Networks from the
MATLAB Neural Networks Toolbox, when changing the resulting Neural Networks structure.
An comparison with forecasts based on mean average value of the power load data from the
previous week is also presented.

Keywords: time series forecasting, grid electric load, neural networks

1. INTRODUCTION

In the electric power distribution systems the prediction of the consumed electric
power is very important. An essential element of electric utility resource planning is
the successful short or long term forecast of the electrical consumption. It is so, be-
cause in order the delivery of electric energy to be efficient the operators from the
distribution companies will need to know for instance, which are the nodes with
higher expected instantaneous load, in which hours of the day are the peak network
distribution loads, what is the quality of the supplied electrical energy, what are the
effects from power savings and etc.

A definite prerequisite for development of an accurate forecast model is the un-
derstanding of the characteristics of the consumers that are going to be analysed. The
knowledge about the load behavior can be learned from experience with usage of
consumer data and statistical analysis of electrical consumption from the past. Usu-
ally electricity consumers are operating in a similar economic and climate environ-
ment, and usually we have similar consumer behavior and consumption forecast
models developed for a consumer can usually be easily adapted for use with another
consumer. Load that is supplied by a power distribution system has a dynamic devel-
opment and reflects directly the activities and conditions in the environment.

In this paper is presented an approach for adequate forecast of electricity con-
sumption. The forecast is done by usage of artificial neural networks (ANN) based on
historical data for several transmission nodes in Bulgaria. It involves the development
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of several ANN designs and selection of the best network that can produce the best
results in terms of its accuracy. Also, a comparison is presented between prediction
using mean average of several preceding days and ANN method.

2. SHORT INTRODUCTION IN THE NEURAL NETWORK THEORY

The neural networks are parallel processing systems with the capability of storing
experimental knowledge. Basically every neural network consists of simple informa-
tion processing elements named neurons. Every neuron is interconnected with the
others and the weights of these connections determine their strength. Every neuron
input data is the weighted sum of the signals of the other neurons connected to it,
while the neuron output is determined by a transfer function based on the weighted
input sum value. The information in one neural network is accumulated in a training
process, where the strength of the connections between the various nodes is modeled
with weights on the according connections, which are used for information storage.

Synaptic .
Inputs weights BLaS
X1 > W1 Activation
function
X2 > W2
i i)
—>
y
Xm W output

Fig. 1. Single neuron abstract mathematical model

Every neuron have many inputs and one output. Inputs x1, x2,...,xm are the signals
coming to the neuron and can be external signals or other neuron outputs. Every input
Is connected with weigth wj, j=1,2,...,m, that models the strength of the transduced
signal. The aggregated input signals are modeled with sumator unit:

V=Y, =D WX +b (1)
=1

For convenience, constant signals are modeled with bias b. In most of the cases
the activation function is nonlinear and the single neuron output is:

y="f(y,)= f(_zmlexj"‘b} (2)

Neural networks can be realized in different structures, but the classical structure
Is with two layers of neurons Feedforward error backpropagation as shown on Fig. 2.
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Fig. 2. Two layer Feedforward neural network architecture

Neuron number in the input layer is determined by the input data dimensions, and
the same is valid for the output layer.For this structure by a rule of thumb defined by
Oja the optimal neuron number in the hidden layer can be determined. If with Z is
denoted the hidden layer neuron number, with P number of samples in the training
dataset, m is input numbers and n is the output layer dimension, then:

P
““smn ©

3. SIMULATION MODELING AND RESULTS

The forecasting results are based on data from preceding time intervals. For train-
ing the neural network we have the daily data of consumption in 24 high voltage
nodes for year 2006 and the data from year 2007 is used for testing and validation.
This data we have was in the for as shown on Table 1.

Table 1. Data from 24 high voltage nodes

Node | Node | Node | P daily
dedkk

Year | Month | Day |[Node 1 Node 2(Node 3|Node 4 2 23 24 summed
2006 1 1 4293 | 4186 | 4026 | 3877 | *** | 4301 | 4346 | 4335 29364
2006 1 2 4030 | 3823 | 3678 | 3571 | *** | 4806 | 4809 | 4684 29401
2006 1 3 4307 | 4045 | 3897 | 3811 | *** | 5017 | 5044 | 4868 30989
2006 1 4 4568 | 4319 | 4119 | 4024 | *** | 5136 | 5229 | 4990 32385
2006 1 5 4625 | 4289 | 4128 | 4088 | *** | 5248 | 5281 | 5045 32704
2006 1 6 4741 | 4412 | 4268 | 4183 | *** | 5379 | 5389 | 5310 33682
2006 1 7 4872 | 4612 | 4445 | 4362 | *** | 5107 | 5213 | 5147 33758
2006 1 8 4915 | 4614 | 4421 | 4282 | *** | 5514 | 5631 | 5343 34720
2006 1 9 4936 | 4538 | 4494 | 4379 | *** | 5609 | 5800 | 5512 35268
2006 1 10 5116 | 4775 | 4646 | 4589 | *** | 5688 | 5806 | 5574 36194
2006 1 11 5139 | 4749 | 4652 | 4514 | *** | 5801 | 5879 | 5593 36327
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From this data that we have the training dataset is formed by packing every n
number of days consecutive sequence as input sample and the next following sample
as desired output. One example for the timeseries training dataset formation for fore-
cast based on 7 preceding days and 8-th day used for desired output is shown on Fig.
3.

Time series representation The corresponding training dataset when the prediction

of the electrical energy depth of the used preceeding data is set to seven days

consumption for one node i = = a 7 6 7 8

1 95504 1 95504 103402 114264 118232 119511 122034 118660 120041
2 103402 2 103402 114264 118232 119511 122034 118660 120041 130508
3 114264 3 114264 118232 119511 122034 118660 120041 130508 131010
4 118232 4 118232 119511 122034 118660 120041 130508 131010 131177
5 119511 5 119511 122034 118660 120041 130508 131010 131177 132705
6 122034 6 122034 118660 120041 130508 131010 131177 132705 133014
7 118660 7| 118660 120041 130508 131010 131177 132705 133014 127635
8 120041

9 130508

10 131010

11 131177 . ..

o 132705 Desired output target vector of the training dataset

= LEE, 1 2 3 4 5 6 7 8

14 127635 1[N 12000 130508 131010 131177 132705 133014 127635 124561
15 124561

16 132288

Fig. 3. Training dataset formation

We used generation of ANN in MATLAB with the Neural Network Toolbox
function newff for creation of multilayer feedforward networks. After forming the
training dataset a training is performed on the created structures. For the example
when using prediction depth n=7 days for only next day forecast window, this results
in 7 ANN inputs representing the preceding day 1, day 2, ..., day 7 and one output
neuron for day 8. The number of neurons in the hidden layer can be determined with
(3), which in this particular case gives 9 neurons forming the hidden layer.

Input

Fig. 4. ANN for daily forecast based on data from the preceding week

After training the ANN with data from year 2006 for testing the adequateness we
used the data from 2007. On Fig. 5 is shown an result comparison between actual and
predicted value for the energy consumption. From the graph easily is seen that the
ANN approximates very well the data and that there are no big differences between
predicted and actual data.

In the industry practice one simple method for electricity load consumption pre-
diction is used with having the forecast being mean average of n preceding days:
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Fig. 5. Comparison of daily consumption between real
and prognosed data in one node for one year

We made a comparison with this technique showing the results on Fig. 6 and Fig.
7. As it can be seen the ANN method is better as it yields more adequate and correct
data forecast prediction. We also created a variation of the number of neurons in the
hidden layer ranging them from -2 to +2 from the Oja rule (3) and variation on the
prediction depth from 4 to 9 days. The results from the tested data and the corre-
sponding percentage error are presented in Table 2 and they don’t vary much.

Etectric power [KW]

Electric power [K\V]
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Fig. 7. Prediction methods comparison for n=7 days
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4 5 6 7 8 9
-2 2,74%)| 3,17%| 2,61%| 2,27%| 1,98%| 2,39%
Hidden layer neuron nuber count -1 3,12% 2,8%| 3,38%| 2,06% 1,95% 2,3%
ranging from -2 to 2 from the number | 0 3,02% 2,52%| 2,3%| 2,13%| 3,61%| 2,4%
obtained with Oja rule of thumb 1 3,01% 2,77%| 2,5%| 2,81%| 1,99%| 2,79%
2 2,62%| 2,83%| 2,57%| 2,46%| 2,16%| 2,55%

73

Table 2. Percent error between forecast and actual data for ANN hidden layer neuron
and prediction depth variation

Prediction depth

Error between
in

— prognosis and real data

4. CONCLUSION

Prediction depth

Hidden layer neuran
Auber count ranging
fram -2 to 2 fram the

number obtained with

Crya rule of thumb

After making comparison with forecasting on the electricity consumption based
on mean average of preceding days samples or with neural networks shows that the
prognosis with neural networks are more accurate than the classical approach. The
developed neural network model yield very satisfactory results and this leads to the
conclusion that, the range of electricity consumption can be successfully obtained

when needed.
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Abstract. Humidity sensing elements are developed using a sol-gel method to deposit SiO; films
with additions of Ce-compounds on alumina substrates. The samples are sintered at tempera-
tures 400°C and 800°C in order to investigate its influence on the properties and characteris-
tics of the sensing elements. The surface morphology, chemical composition of the films, and
their electrical characteristics have been investigated. An equivalent electric circuit of the
sensing element has been obtained. The results obtained show that using Ce(NOj3); as a dopant
and a sintering temperature of 400°C lead to SiO,-based sensing elements with good humidity
Sensitivity.

Keywords: humidity, sensing elements, sol-gel method, silica, cerium-dopant

1. INTRODUCTION

Humidity measurement in gas mixtures, and in air, in particular, is a relevant
problem in many scientific and technical fields. This measurement is necessary for
industrial processes (textile, chemical, metallurgy, microelectronics, etc.), in meteor-
ology, agriculture, storage of products, art works, etc. This necessitates the improve-
ment of existing and development of new humidity sensors. One such direction is the
preparation of thin film humidity sensing elements based on oxide materials by a sol-
gel method [1, 2]. This method enables the synthesis of nanostructured ceramic films.
The specific features of the nanostructured materials should lead to humidity sensing
elements with improved parameters and characteristics and leads to decrease in the
size of these elements.

Various metallic oxides are available for preparation of this kind of sensor ele-
ments, as for instance: TiO,, ZnO, Fe,0s, Al,O;, SnO,, etc. [3]. Humidity sensing
elements based on Si0O, are less studied. Its application for the preparation of humid-
ity sensing elements with nanostructure is promising, since it enables their integration
with other elements in the semi-conductor technology. Previous studies [4 - 6] have
investigated SiO,-based sensor elements obtained by the sol-gel route, using tetra-
ethyl orthosilicate (TEOS) as a precursor. The influence of humidity on sol-gel de-
rived Si0,-based films, doped with Fe,O; has also been studied [7, 8].

The present paper proposes thin film humidity sensing elements based on SiO,, doped
with Ce and prepared via a sol-gel method. The characteristics and parameters of the sensing
elements obtained at different sintering temperatures have been investigated. Their impedance
characteristics and equivalent electric circuit have also been determined.
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2. EXPERIMENTAL
2.1. Sample preparation

Initially, 60 ml TEOS, produced by Alfa Aesar (Germany), were added to 40 ml
n-Buthanol (n-BuOH), preliminary heated up to 70°C in a covered beaker, by drip-
ping for 30 minutes, while stirring by magnetic stirrer. Afterwards, 1.0056g cerous
nitrate Ce(NQO;); — Alfa Aesar (Germany) and 2ml concentrated HNO; was added to
the obtained solution. It was left at 70°C for 1 hour, while being stirred, and then,
cooled at room temperature for 20 min. The sol-gel system obtained in this way was
left for one day at 5°C, in a covered vessel, in order to avoid whatever evaporation of
its ingredients, during the polymerization process.

The film was deposited via a dip-coating procedure [1] by triple dipping of alu-
mina substrates with preliminary deposited interdigitated silver-palladium electrodes.
The procedure was performed by subsequent dipping of the substrates in the solution
for 30 minutes at 70°C, and drying at the same temperature. Finally, the samples were
sintered for 30 min either at 400 °C, or at 800°C. The samples are market as: S 400 or
S 800, respectively.

2.2. Measurements

Surface morphology and chemical characterization: Observations by Scanning
Electronic Microscopy (SEM), together with Energy Dispersive X-ray Spectroscopy
(EDX) were performed in order to determine the features of the respective surface
films. They were done by Scanning Electronic Microscope TESCAN, SEM/FIB
LYRA I XMU and Energy Dispersion Spectrometer (Quantax 200 of BRUKER de-
tector), respectively.

Electrical characteristics and parameters: The measurement of the impedance of
the obtained samples was performed by Precision Impedance Analyzer 6505P prod-
uct of Wayne Kerr Electronics Ltd, at 1 kHz frequency and 500 mV amplitude of the
excitation signal. The influence of frequency was investigated in the range of 100Hz
to 1 MHz. The samples were put inside a humidity conditioning chamber
VAPORTRON H-100BL, produced by BUCK RESEARCH INSTRUMENTS
L.L.C., which provides conditioning of accurate controlled humidity in a range of 15
to 95% with maximal deviation of up to 1.5% of relative humidity.

3. RESULTS AND DISCUSSIONS
3.1. Scanning Electronic Microscopy
Figure 1 presents low magnification SEM—-images of the surface of prepared sam-

ples S 400 and S 800. These images show that the sintering temperature affects the
size of the crystals and intercrystalline areas. It can be concluded that after sintering
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at 800°C, the respective crystals and intercrystalline areas have larger sizes than after
sintering at 400°C.
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Fig. 1. SEM — images of samples: (a) S 400; (b) S_800
3.2. Energy Dispersive X-ray Analysis

A point-quantitative analysis has been performed on the surfaces of selected crys-
tals obtained from the sol-gel derived films. Figure 2 shows the compositions by ele-
ments of sample S 400, determined by EDX analysis. The results obtained show that
the crystals are built from Ce, Si, and oxygen. The simultaneous presence of both me-
tallic elements in the oxide crystals indicates that they are likely composed of par-
tially Ce- substituted SiO,. This fact suggests that the crystals are composed of
CexS1(1.x03.5 solid solution, or Ce- doped Si0, in Ce/S10, sol-gel products.

eV

keVv

Fig. 2. Point-quantitative analysis for sample S 400
3.3. Electrical measurements

The humidity sensing elements of metaloxide materials are characterized by ionic
conductivity given water adsorption [9]. As a result, there are polarization effects in
measurements with direct current. This necessitates their investigation with alternat-
ing current. The elements are normally represented by an equivalent circuit of resis-
tors and capacitors connected in parallel [10].
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Figure 3 presents the characteristics R=f(RH) of the samples S 400 and S_800 at

a temperature of 25°C, where R is their electric resistance and RH is relative humid-
ity. The sample S 400, sintered at

7.O0E7 temperature 400°C, reveal higher

—— sensitivity of resistance, Sk, to chan-

ges in relative humidity, RH, com-

e pared to the sample S 800, sintered

at 800°C temperature. Sample S 400

o 4 O0EH0T - has the highest sensitivity of about

o 1.7 MQ/%RH in the range 40...82

3.O0E+7 1 %RH, and in the range 15...40%RH

A and over 82%RH this sensitivity is

lower, being around 220kQ/%RH.

1.00E+07 {[3 5 400 Sample S 800 has relatively lower

45 800 sensitivity than sample S 400. It is

0.00E+00 +———— . - - around 150kQ/%RH in the 15 to
0 20 40 60 80 100

80%RH range and there is also a
sharp increase of its sensitivity for
Fig. 3. Characteristics R= f(RH ) of samples relative humidity above 80%RH,
S_400 and S_800 at a temperature of 25°C where it reaches 1.8 MQ/%RH.

RH %

As mentioned above, the ionic conductivity of the type of humidity sensing ele-
ments investigated here changes as a result of adsorption and desorption of water.
The resistance of the sensor element decreases with an increase in the relative humid-
ity due to the physical adsorption and condensation of water molecules in the inter-
crystalline areas. The operating principle of such sensors is described in [11, 12]. In
the initial stage of adsorption there is chemical adsorption of water molecules on the
surface of crystals. The active role in this process is played by metallic atoms, M.
They interact with the water molecules to form hydroxyl groups M-OH. In this way
the surface of crystals is covered by a monolayer of water molecules.

After the formation of the first chemically adsorbed layer there is physical adsorp-
tion of water molecules on it. The physically adsorbed layer is more weakly con-
nected to the surface of crystals. The process of condensation of water vapors de-
pends on the size and distribution of the intercrystalline areas in the thin film. The
filling of areas with smaller size starts at lower humidity, while the filling of areas
with larger size happens at higher humidity.

Based on the structure of the samples from the SEM images in Figure 1 and in-
vestigations of the electrical properties (Figure 3), it can be concluded that an in-
crease in the sintering temperature increases the size of the intercrystalline areas,
lowers the sensitivity of the elements at lower humidity, and increases the sensitivity
at higher humidity. This correlation between intercrystalline area size and sensitivi-
ties corresponds to the water vapor adsorption mechanism described above.

Therefore, the samples sintered at 400°C, has better properties, compared to those
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sintered at 800°C. On the basis of the characteristics obtained it can be concluded that
the samples S 400 can be used as sensing elements in the range 15...93%RH, and

07.09.12 — 09.09.12, Sozopol, Bulgaria

samples S 800 can be used as key-elements for humidity sensing.

The frequency characteristics of the samples were also investigated. The charac-
teristics z(f) and ) for the samples S 400 at RH = 93% and a temperature of 25°C
are shown in Figure 4. An increase in frequency leads to a decrease in the impedance

z, and an increase in the phase angle of the sensor elements S_400.
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Based on the dependences z(f) and &) the dependence of reactive resistance on
active resistance for sample S 400 at relative humidity of 97% and a temperature of
25°C has been obtained. This is shown in Figure 5. An equivalent electric circuit for
the sensor element has also been determined. It is a resistor and capacitor connected
in parallel.

4. CONCLUSIONS

Humidity sensing elements were obtained based on Si0O, films with additions of
Ce-compounds using a sol-gel method. Among the samples investigated in the pre-
sent work, increasing the sintering temperature from 400°C to 800°C increases the
size of the crystals and intercrystalline areas, which in turn leads to a change in the
samples’ electrical characteristics and parameters. Regarding the application of the
obtained samples as humidity sensing elements the best humidity sensing properties
have the samples treated for 30 minutes in solution with Ce(NO;); and sintered at 400
°C. The samples, sintered at 800°C, can be used as key-elements.

References

[1] Brinker C.J., G.W. Scherer, “Sol-Gel Science: The Physical and Chemistry of Sol-Gel Proc-
essing,” Academic Press. San Diego-New Y ork-Boston, 1990.

[2] E. Traversa, “Ceramic sensors for humidity detection: the state-of-the-art and future devel-
opments,” Sensors and Actuators B 23, 1995, pp. 135-156.

[3] Nenov, T., S.Yordanov, “Ceramic Sensors: Technology and Applications,” TECHNOMIC
Publ. Co., Inc. Lancaster-Basel, 1996.

[4] P. Innocenzi, A. Martucci, M. Guglielmi, A. Bearzotti, E. Traversa, “Electrical and struc-
tural characterization of mesoporous silica thin films as humidity sensors,” Sensors and Ac-
tuators B 76, 2001, pp. 299-303.

[5] C.-T. Wang, C.-L. Wu, I-C. Chen, Yi-H. Huang, “Humidity sensors based on silica nanopar-
ticle aerogel thin films,” Sensors and Actuators B 107, 2005, pp. 402—410.

[6] J. Tua, N. Li, W. Geng, R. Wang, X. Lai, Y. Cao, T. Zhang, X. Li, S. Qiu, “Study on a type
of mesoporous silica humidity sensing material,” Sensors and Actuators B 166-167, 2012,
pp. 758-764.

[7] R. Tongpool, S. Jindasuwan, “Sol-gel processed iron oxide—silica nanocomposite films as
room-temperature humidity sensors,” Sensors and Actuators B 106, 2005, pp. 523-528.

(8] Q. Qia, T. Zhanga, X. Zheng, L.Wan, “Preparation and humidity sensing properties of Fe-
doped mesoporous silica SBA-15,” Sensors and Actuators B 135, 2008, pp. 255-261.

[9] T. Seiyama, N. Yamazoe, H. Arai, “Ceramic humidity sensors,” Sensors and Actuators,
Vol.4, 1983, pp. 85-96.

[10] M.K. Jain, M.C. Bhatnagar, G.L. Sharma, “Electric circuit model for MgO-doped ZrO,-
TiO, ceramic humidity sensor,” Applied Physics Letters, Vol.73, 1998, No 26, pp.3854-
3856.

[11] J.H. Anderson, G.A. Parks, “The electrical conductivity of silica gel in the presence of ad-
sorbed water,” J. Phys.Chem., Vol.72, 10, 1968, pp.3662-3668.

[12] E. McCafferty, A.C. Zettlemoyer, “Adsorption of water vapour on a-Fe,Os3,” Discuss. Fara-
day Soc., Vol.52, 1971, pp.239-254.



RESEARCHING OF TACTILE SENSORS
RESONANT TYPE

Vasilina Georgieva Zlatanova, Nikola Petrov Georgiev

Department "Electrical Engineering", Technical University of Sofia, Branch Plovdiv,
25 Tsanko Dyustabanov Str., 4000 Plovdiv, phone:
0359 895 587257, e-mail: v_zlatanowa@abv.bg;
032 659 592, e-mail: geotek@abv.bg

Abstract. This paper presents an opportunity to investigate tactile sensors operating in resonant
mode, based on theoretical and experimental results. The substitutional electrical circuit con-
sists of a series-connected coil and a capacitor controlled by introduced resistance. Modeling
and simulation of the performance of the sensor used is carried out by means of the software
OrCAD PSpice 9.2. An analysis of the change of the output voltage, the resonant frequency and
the sensitivity is done at change in the parameters of the electrical circuit.
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1. INTRODUCTION

For the purpose of recognizing images, determining the size of objects, searching
for objects, perceiving the mechanical movement of a sensitive element under the in-
fluence of a force, the so called tactile sensors are used.

Sensor devices absorb information at different distances from the source. Accord-
ing to this indicator the sensors can be categorized into such with: long-range action
in the work area and overly long-range action (outside the work area); action near the
work area and contact ones (with overly short range action) [1].

The tactile sensors are used in the production of touch screens, keypads and other
devices where physical contact is needed to be sensed.

Based on the fact that the sense of touch is always associated with a direct contact
with the object, the tactile sensors studied in this work are defined as part of the con-
tact group converters.

For the contact sensing devices the mechanical interaction between the sensor and
the object is directly converted into electrical signal. These devices are characterized
by simple technical realization and low cost both in terms of the sensors used and in
the schemes for control and processing the signals coming from them [1].

The aim of this study is to investigate tactile sensors whose operation is based on an
effect associated with the conductivity of a living tissue, i.e. when touched with a finger.

2. THEORETICAL JUSTIFICATION AND SIMULATION
WITH ORCAD PSPICE

The wiring diagram of the investigated tactile sensor is presented in Fig. 1, as a
simplified version of an RLC circuit, operating in resonant mode [2]. Reactive ele-
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ments C and L with different values are used, as given in Table 1, and the goal is to
determine both the resonant frequency and the output voltage recorded on the capaci-
tor C, while the key is in position 1 (Fig. 2).

R T
T C Ch Rh

Fig. 1. Principal scheme

Together with closing the switch, activation of the sensor is simulated by a human
touch. The complex impedance introduced by the human is modeled in the form of a
simplified circuit consisting of a resistor and a capacitor in parallel (R, and C;,). The
resistance of the human body is a variable depending nonlinearly both on various
physiological factors and on the parameters of the circuit [3]. The inner resistance of
the generator used in the experiment is marked with Rg = 50Q and the active resis-
tance of the real coil is noted as R;.

60V

SOV-

= 664K, 54.821
B8 A2 = 1.8868, 3.8008
B dif= 22.663K, 51.821

40V
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20V
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Fig. 2. Output voltage before switching

The graph in Fig. 2 shows the operation of the circuit before the commutation
(when in idle mode), by which the resonant frequency and the value of the voltage on
the capacitor C are determined.

From the simulations it is clear that the resulting graphs have quite steep character
around the point of resonance and the small change in the resonant frequency range
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leads to large changes in the output voltage. This is of great significance for the fur-
ther practical measurements.

After closing the switch, the circuit goes out of resonance and the output voltage
Uc reduces.
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Fig. 3. Changes in the output voltage before and after contact

Fig. 3 clearly shows the voltage before and after the commutation (analogous to
the touch by hand), as well as the ongoing transition process, whose duration is about
Ims.

The results of all simulations are shown graphically in comparison with those of
the experimental studies (fig. 4, fig. 5 and fig. 6).

For the used electric circuit the following equations are worked out for the reso-
nant frequency and the effective value of the output voltage:

— unloaded
E 1
Uf - ; = —= (1)
ﬂ;fu—mi*ac}'—’mz (Rg+Rp)2C2 “r = e
— with imported resistance
E
Vier = (2)

I Rg+R z L ?
x[u—%—mzﬂj‘ﬁ‘n}] +W3[(Rg+ﬂn}f~5+€n3‘+g—h]

3. EXPERIMENTAL RESEARCH

Experimental data were collected for the circuit shown in Fig. 1, for different val-
ues of the reactive elements, given in Table. 1. Combinations of six capacitors and
four coils are implemented.
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Table 1. Parameters of the reactive elements
L, mH 1.484 10.4 22.2 45.7
Ry, Q 14.3 30.7 61.4 131.4
C, nF 0.52 1 4.72 7.51 1068 | 502 |

The graphs in fig. 4 show the change in the resonant frequency, which, at the
lower values of the capacitor and of the coil can reach up to several hundred kilo-

hertz. The experimental values are very close to the simulation ones.

1,2 — experimental and simulation graphics for L=1.484 mH,
3,4 —respective for L=10.4 mH; 5,6 — for L=22.2 mH; 7,8 — for L=45.7 mH
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Fig. 4. Resonance frequency
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During the experiment, the activation of the sensor is done by hand touch. The
conductivity of the living tissue differs from that of a conventional conductor not
only in physical properties, but also in the higher complexity of biochemical and bio-
physical processes. In the substitutional circuit for the resistance of the human body
the active resistance R; = 100xf] is taken for constant and the change in the human

capacity is measured. In Fig. 5 it can be seen that C), increases with the growth of the
capacitor, used in the circuit.

1-forL=1.484 mH
2— for L=10.4 mH
3—for L=22.2 mH
4— for L=45.7 mH
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Fig. 5. Changes in the capacity of the human body
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The measured values of the output voltage at idle run are shown in Fig. 6 com-
pared with those in the simulations. Differences are observed mainly in the capaci-

tors, whic

h are lower in value, 1.e., at the higher resonant frequencies. Best results are

reported in the coils L = 1.484mH and L = 10.4mH.
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Fig. 6. Change in the voltage at idle run

Essential to the operation of the sensor is the magnitude of the change in the out-
put voltage after its activation (touch by a man). The greater the difference, the better
the sensitivity of the sensor. The graphs in Fig. 7 show that this is achieved for the

capacitor
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Fig. 7. Changes in the output voltage after activation of the sensor

Table 2. Percentage change in the output voltage

CnF 0,520 1 4,72 7,51 10,68 21,7

L=1,484mH| g.% 94,81 81,54 45,16 37,86 13,88 13,90

L=104mH | 9y.% 98,79 92,19] 61,75 58,67 76,10] 25,81

L=222mH | 9y.% 98,53| 92,47 6630 5436| 76,91 24,56

L=457mH | 9u.% 95,99 76,58 50,72 47,07 58,44 19,49

The data in Table 2, show that with the capacitor C = 0.520, 1 nF, the voltage

drop after

the activation of the sensor exceeds 90%.
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4. CONCLUSIONS AND RECOMMENDATIONS

There are software simulations and experimental studies of tactile sensors operat-
ing in resonant mode, activated when touched by a person. In the process of deter-
mining the resonant frequency very good match is found between the experimental
results and those from the computer simulation.

In terms of the output voltage when idling, there are some differences between the
experimental and simulation results, especially in the range of the higher frequencies.
At the same time, in the same range the sensor sensitivity is the highest. Taking into
account the complex and nonlinear character of the human resistance, the selection of
the sensor elements becomes more complicated.

A disadvantage of the investigated sensors is the error caused by the parasitic ca-
pacity of the connecting conductors. Therefore in further investigations special atten-
tion should be paid to shielding the connecting conductors and right choice of the
grounding point.
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Abstract. To have free movement in the European Market products produced in Bulgaria should
respond to the requirements determined in the European technical legislation. The Directive
2004/108/EC relating to electromagnetic compatibility is one of the basic directives of the New
Approach whose requirements should be met by a significant number of products. The applica-
tion of those essential requirements for safety is fulfilled through using harmonized with the
corresponding directive standards. The essential requirements for electromagnetic compatibil-
ity of products determined in the directive are considered in the report. Harmonized standards
related to electromagnetic compatibility are analyzed.

Keywords: electromagnetic compatibility, Directive 2004/108/EC, harmonized standards, essential
requirements, European technical legislation

1. INTRODUCTION

Through the European Union (EU) a common economic space between countries
with different levels of law and economics is created. Taking into account these
differences, the single market mechanism is built in the member states. To achieve
this purpose the European Technical Legislation (ETL) plays a unique role.

ETL is built on the basic principle: "Any good that moves on the market of a
country should be free to move on the markets of other member states." To satisfy
this principle a system formed by the ETL and European standards is needed. Thus
all matters for harmonizing standards and requirements to products are resolved and
products can free move on the market of each country member of EU. ETL governs
the legal aspects of the public interest of the citizens of the member states, because it
obliges governments to harmonize their regulatory requirements in its regulations and
standards. For achieving that the conditions for doing business in different countries
should be equalized. As a result of these two areas of impact of ETL the prerequisites
for real opening of frontiers between countries and functioning of the Single
European Market (SEM) are created.

2. LEGISLATIVE REQUIREMENTS ABOUT ELECTROMAGNETIC
COMPATIBILITY

Creating of SEM could not be achieved without New approach to technical
harmonization and standards [1], which is a typical example of regulation, not market
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management. This approach removes the hardest non-tariff barriers. The harmoniza-
tion of the technical legislation limits to essential requirements that must be met by
the products placed on the EU market. The New approach requires the essential
requirements to be harmonized and made mandatory by directives.

One of the major New approach directives is Directive 2004/108/EC of the
European Parliament and of the Council on the harmonization of the laws of Member
States relating to electromagnetic compatibility [2]. Its purpose is to ensure the
functioning of the SEM by requiring equipment to comply with an appropriate level
of electromagnetic compatibility.

For the purposes of the considered directive “electromagnetic compatibility”
means the ability of equipment to function satisfactorily in its electromagnetic
environment without introducing excessively electromagnetic disturbances to other
equipment in that environment. The "Equipment" means any apparatus or fixed ins-
tallation, such as:

— "Equipment" means any finished device or combination of such devices com-
mercially available as a single functional unit intended for the end user and liable to
generate electromagnetic disturbance, or the performance of which is liable to be af-
fected by such disturbance;

— "Fixed installation" means a particular combination of several types of appa-
ratus and other devices, which are assembled, installed and intended to be used per-
manently at a predefined location.

"Electromagnetic disturbance" means any electromagnetic phenomenon which
may degrade the performance of equipment. An electromagnetic disturbance may be
electromagnetic noise, an unwanted signal or a change in the propagation medium.

Directive 2004/108/EC defines the essential requirements of the electromagnetic
compatibility (EMC) facilities, which are divided into the following groups:

Group . Requirements regarding the protection

The equipment should be designed and manufactured to adhere to current
achievements in this field and provide the following:

— Generated electromagnetic disturbances should not exceed the level above
which radio and telecommunications equipment or other equipment does not work as
intended;

— Distinguished by a level of immunity to electromagnetic interference, as
expected to be encountered during the operation, which allows the level to operate
without unacceptable degradation in operating as intended.

Group Il. Specific requirements for fixed installations

When installing a fixed installation apply best practice excellence in technique
and take into account information on the performance of its components to meet the
requirements for protection. These best practice advances in technology are docu-
mented and documents are kept by the person and available to the relevant domestic
authorities to check for the entire life of the fixed installation.
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3. PROVISION OF LEGISLATIVE REQUIREMENTS ON
ELECTROMAGNETIC COMPATIBILITY

The technical specifications of products that meet essential requirements of the
New Approach Directives are formulated in harmonized standards. The application of
these standards is voluntary, and the manufacturer can always use other technical
specifications to satisfy the requirements. But harmonized standards offer a guaran-
teed level of protection with respect to the essential requirements set out in the
directives. The presumption of conformity with the essential requirements only
applies to products manufactured in accordance with harmonized standards.

The following harmonized standards for EMC Directive are discussed:

— EN 60947-1:2007 Low-voltage switchgear and controlgear. Part 1: General ru-
les [3];

— EN 60947-2:2006 Low-voltage switchgear and controlgear. Part 2: Circuit-brea-
kers [4].

Switchgear apparatus is designed to switch on or off electricity in one or more
electric circuits. A switchgear apparatus may perform either or both functions.

Through the EN 60947-1:2007 the rules and of general scope requirements for
switchgear for low voltage are harmonized in order to achieve uniformity of
requirements and tests for all relevant equipment and to avoid testing under different
standards. This standard includes all the common parts of the standards for different
apparatus. Therefore, to determine all requirements and tests for all types of switch-
gear only two standards are needed:

a) EN 60947-1:2007 in the role of basic standard relating to different types of
switchgear for low voltage;

b) Standard for the particular apparatus called product standard. (EN 60947-
2:2006 i1s product standard)

EN 60947-1:2007 applies when required by the product standard for distribution
switchgear and control switchgear designed for connecting to circuits with rated
voltage not exceeding 1000V AC or 1500V DC. This standard includes terms and
definitions; characteristics; product information; legal conditions for operating,
installation and transportation; requirements for construction, performance and
electromagnetic compatibility; testing for compliance with the requirements for
construction, operating, testing of electromagnetic compatibility.

Two types of electromagnetic environment of products under the scope of the
standard are discussed:

— Electromagnetic environment A;

— Electromagnetic environment B.

Electromagnetic Environment A applies to non-public or industrial low voltage
networks / locations / installations, including sources with strong disturbance.
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Electromagnetic Environment B refers to public low-voltage networks, such as
housing, commercial locations / installations. Sources with strong disturbing effects
such as arc welding apparatus are not covered by the electromagnetic environment.

Requirements regarding electromagnetic compatibility are related to sustainability
and emission. They are different for:

— Apparatus, not containing electronic circuits;

— Apparatus containing electronic circuits.

Testing the stability and the emission are performed to determine type and must
be performed under representative operating conditions and environment, using the
manufacturer's instructions for installation.

EN 60947-2:2006 applies to circuit breakers, the main contacts of which are
intended for connection to circuits whose rated voltage does not exceed 1000V AC or
1500V DC. It also contains additional requirements for circuit-breakers with integral
fuses. This standard includes: terms and definitions; classification; characteristics;
product information; legal conditions for operating, installation and transportation;
requirements for construction, functionality, electromagnetic compatibility; tests.

Circuit breaker is a mechanical switchgear apparatus capable to switch on, to
conduct and to switch off currents in the circuit under normal conditions, but also to
switch on, to conduct for some time and to switch off currents in prescribed abnormal
conditions in the circuit, such as for short circuit.

Requirements and tests for electromagnetic compatibility prescribed in EN
60947-2:2006 are for sustainability and for radiation.

For the stability test, the following performance criteria are determined:

— Performance criterion A: during test check the stability of unwanted activations
and functional characteristics. Each function for monitoring and control should show
the correct status.

— Performance criterion B: during test check the stability of unwanted activations.
Functions for monitoring and control may show incorrect status. After the test check
functional characteristics.

For sustainability in the standard are considered: Testing of electrostatic dischar-
ge; Exposure to radio frequency electromagnetic fields emitted; Electrical fast tran-
sient processes / pulse packages; Jumps; Conducted Disturbances induced from radio
frequency fields (asymmetric mode).

For radiation are considered: Conductive radio frequency disturbances (150 kHz-
30MHz); Irradiation radio frequency disturbances (30 MHz-1000 MHz).

4. CONCLUSOINS
To apply the European requirements for electromagnetic compatibility exposed in

the New Approach Directive of the ETL it is advisable to use harmonized European
standards. This will facilitate the industry as using safety norms set out in these
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standards, a guaranteed level of protection with respect to the essential requirements
would be achieved.
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Abstract. The influence of electrical conductivity on the main parameters of the eddy current trans-
ducer (ECT), included in the shock excitation measurement scheme is investigated. MagNet
model is created, which solves the transition process in an electrical circuit with setting ECT
parameters in FEM. The simulation accurately reflects the geometric shapes and sizes and dif-
ferent electrical parameters of ECT and samples. As a result of the computational experiments
the relationships of the main parameters of the pulse output of the electrical conductivity are
obtained and analyzed.
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1. INTRODUCTION

Pulse techniques are increasingly applied in eddy current nondestructive testing
(NDT). They are used mostly for measuring the thickness of coatings and defects de-
tection [3, 4, 5]. Pulse signals given many opportunities [1] to obtain necessary in-
formation for the control parameters. They have consistency between multi-para-
metric input and output of multidimensionality. This advantage is very strong in the
inclusion of pulse eddy current transducer (PECT) in measuring circuit with shock
excitation. Data output parameters are numerous and can easily be handled electroni-
cally. This gives reason to believe that success can be used when one of the control
parameters is the electrical conductivity .

2. FORMULATION OF THE PROBLEM
2.1. Measuring circuit

Consider the circuit (Fig. 1) consisting of a capacitor C, resistor R,, switch S and
eddy current transducer (ECT) with parameters L, and R, powered by a voltage
source Eq. For t<0 the switch S is closed for a time t,,, long enough so that the volt-
age of the capacitor C and the current through ECT practically reach their steady state
values Uc (0.) = Eg and lect (0.) = Eo/( Ra+ Rc). At the moment t=0 the switch S is
opened and remains open for a time tys until the new steady state mode is established
UC =~ O and IECT = 0.
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Most often output is the voltage at the

terminals of the capacitor C - U¢ (t). The JS Ra

current in the loop (voltage drop at the ‘—'I__ =
ends of the auxiliary resistor R) is rarely g N |
used. In this case the voltage Uc (t) (Fig. f C 1=° 3 |
3) is used as output signal. It shows the <> -1 ECT: :
main parameters of the information sig- lp |
nal: Uy, - first positive amplitude; ti+ - 17
time for reaching Uy,; U;. - first nega- il

tive amplitude; t;. - time for reaching Uy;
Uy+-mean value of positive the envelope; Fig. 1
Up.-mean value of negative the envelope.

2.2. Physical model

With product MagNet [6] a model is created. It consists of a sample (Component
1) and ECT (Component 2) with parameters L. and R, located close enough above
the sample. Table 1 shows components data. ECT is included in the measuring circuit
on Fig. 1. By MagNet the transition process in the circuit is solved with the determi-
nation of the parameters of the ECT for a series of values of electrical conductivity
from 0.02 MS/m to 50000 MS/m.

Table 1
Component 1 - SAMPLE Component 2 - ECT Circuit
Diameter, mm 14 Outer diameter, mm 10 Capacitor C, pF 3
Height, mm 4 Inner diameter, mm 4 Resistor Ry, Q 0.2
Permeability 1 Height, mm 6 ton, Mms 0.14
.. 0.02+ Material Cu toff, MS 0.33
Conductivity, MS/

ORCUETVIY, M5 150000 [ LIFT OFF, mm 0.2 Eo, V 0.5

One advantage of this pulse method is that in-
formation parameters are more than three, as in the
classic single-frequency eddy current NDT.

The influence of the electrical conductivity on
the basic parameters of pulse output signal - first
positive amplitude; time for reaching first positive
amplitude; first negative amplitude; time for reach-
ing first negative amplitude — is investigated in the
work. These parameters have been chosen based on
theoretical analysis [2] and the experience of the
Department of Electrical Engineering in the devel-
opment of devices for eddy current nondestructive Fig. 2
testing.
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3. ANALYSIS OF OBTAINED RESULTS

Fig. 3 shows the output pulse signal - voltage Uc (t). Main parameters of the in-
formation signal: Uy, - first positive amplitude; t;+ - time for reaching Uy.; U, - first
negative amplitude; t;. - time for reaching U;.; Up. - mean value of positive the enve-
lope; Up. - mean value of negative the envelope are shown.

Fig. 4 shows the dependence of t;4,. as function of the electrical conductivity y of

the sample. It is seen that the sensitivity of this parameter in terms of electrical con-
ductivity is not large and therefore not suitable for use. There are of course ranges of
change, which could be used, but only in case of sophisticated and expensive elec-
tronic circuitries.

Ue output signal
Uss
t1, ms ti+(g) —~—tl-
tl- /.\t3, U3+ 16 —— {1+
P T—
e Py — ‘\
A A~ N .
t1+ t3+ T
Us. 8
4 —
g {MS/m
0
U 0.01 1 100 10000 1000000
1-
Fig. 3 Fig. 4

Dependences Uy, (7) and Uy (») in a very wide range of variation of the electri-

cal conductivity are given in Fig. 5. It is seen that in both dependencies sensitivity is
highest in the interval for y of 0.1 MS / m to 2 MS / m, as shown in Fig. 6.

Uy, V Ui(g) UL Uy, V Ui(g) ——Ul-
2 e Ul 2 ——Ul+
.\—-\.\“‘_&

A — 1

0 0
-1 1

2 o—o——o—*’_‘w— 2 |

JMS/m , MS/m

3 9 3 9

0.01 1 100 10000 1000000 0 05 1 15 2

Fig. 5 Fig. 6

Dependences Uy, () and Uy () in logarithmic scale are given in Fig. 7. This is

the most commonly used parameter of data pulse output for measuring shock excita-
tion scheme [1, 2].
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Again, it is seen that a range of greater sensitivity to y (of 0.1 MS/m to 2 MS/m).
Dependencies Uy.(») and Uy (y) in this range are shown in Fig. 8.
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4, CONCLUSION

A. The analysis shows that measuring shock excitation scheme has advantages in
measuring and control and electrical conductivity.

B. Parameters related to the voltage values: U+, Uy, Ugs, Ug. are more sensitive
to changes in electrical conductivity than parameters related to the time ;. , t..

C. With product MagNet very accurately can be modeled and jointly solved the
two tasks: the analysis of the transition process in the electrical measuring circuitry
coupled with the solution of FEM field problem to determine the electromagnetic pa-
rameters involved in this scheme ECT.

D. Another advantage of the developed model is the possibility to carry out a se-
ries of numerical experiments to optimize the values of the elements in the measuring
circuit and the shape and size of ECT.
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Abstract. In the presented paper a theoretical analysis of an unbalanced T — shaped bridge circuit,
which included parametric eddy current transducer (ECT) with parameters inductance L and
active resistance r is completed. Output is summarized expression of the complex transmission
coefficient of the scheme. Based on this coefficient can be determined module and phase of the
output signal and sensitivity of the voltage and phase of the output signal in relation to varia-
tions in ECT.

1. INTRODUCTION

One of the important issues that arise in the practical application of eddy current
method to measure and control the choice of appropriate measurement schemes,
which include parametric eddy current transducers (PECT). At reflection transducers
output signal is voltage that can be directly used as a carrier of information about the
measured parameter. Parametric eddy current transducers must be included in the
scheme, transforming climate full resistance variation of the amplitude and phase (or
frequency) of the output voltage.

The literature described different variants of measurement schemes involving pa-
rametric eddy current transducers. They can be attributed to two main groups: reso-
nance and bridge.

In [1] and [2] has been proposed and experimentally tested a single T-shaped
bridge circuit operating in unbalanced mode. In one side of the scheme is parametric
eddy current transducer for nondestructive measurement of the thickness of conduc-
tive coatings applied on ferromagnetic base. A careful analysis of the experimental
set time on the features and benefits of this scheme demonstrates the appropriateness
of its use in other areas of eddy current nondestructive control.

2. PURPOSE OF THE STUDY

In the presented paper to make a theoretical analysis of this single T-bridge cir-
cuit. The scheme operates in unbalanced mode. In one shoulder included parametric
eddy current transducer (PECT). The goal is to determine the complex transmission
coefficient the scheme. Then derive analytical expressions for the output voltage sen-
sitivity to changes in parameters (inductance L and active resistance r).
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3. THEORETICAL ANALYSIS

Study surface eddy current transducer, which is included in measuring single un-
balanced T-bridge circuit. Active resistance and inductance PECT are indicated by r
and L. Parameters of the measuring circuit are R, Ry, Co, C; and C, (Fig. 1)( scheme
in Fig. 2 is a simplified version of the first scheme in which C;= C, = Cyand R, = 0).
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Fig. 1

The theoretical analysis is carried out based on scheme in Fig. 1. Application for
C1 = C, = Cyand Ry = 0 analogous expressions are obtained for the scheme in Fig. 2.
It should be noted that the first scheme provides a rich opportunity to obtain different
gear ratios, and hence a wide range of plane diagram of change of output voltage U,,...
All theoretical conclusions are made on condition that the scheme is powered by a
sinusoidal voltage u(¢)=U, sinat source and works in idle mode.

After appropriate conversion of a scheme 1 for complex transmission coefficient
K expression is obtained:

1-w’B+ jo A

— Zout _ 1
U, 1-0°B+jo (C,R+A) @

where
A=(C,+C,)r+R)-0’LC,C,R 4nq B=L(C,+C,)+ CCR(r+R,)

The expression for the complex transmission coefficient K, for Scheme 2 is ob-
tained after taking C; = C; = Cyand R; = 0:

out

U, _1—0)2B1 + jo (C,R+ 4,)

m

" U,, 1-0°CyB+jwCy4,

(2)

2

where
A4, =2r-w’LC,R and B, =2L+C,Rr (3)
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Obviously, 4 and A4, - on the one hand and on the other - B and B, are connected
to each other in the following way:

A=CyA, and B=CyB; (4)

From formulas (1) and (2) determine the following expressions for the modules
and arguments of complex coefficients of transmission of both of the schemes:

\/(1— a)zB)2 +w’ A

K,|= (5)
‘ 1‘ \/(1— a)ZB)2 +@*(C,R+ A)
: w|\C,R+ A4
arg K, = ¢, = arctg 5 arctgﬁ (6)
and accordingly:
2 2 2,2 42
- Ji-o Cofl) + 0*C24 -
JA-?C,B,f + 0*C2(R+ 4,F
. C, A C,(R+4
argK, =@, = arctgl_a)wﬁ —arctg wl —OaEZC+B ) (8)
01 01

In determining the sensitivity of the measurement schemes in amplitude and
phase of their output voltages equivalent to changing parameters L and r number of
their parametric eddy current transducers, it is convenient to work with relative sensi-
tivity to voltage parameters (L and r).

(oK 19U,
50~ =0 ©)
N oK 1 e,
b= " (10
and ultimate sensitivity to phase:
5! =g—f (11)
S;:Z—f (12)

After differentiating the relevant expressions for the module and argument (phase)
of the complex transmission coefficient of the second scheme we have the following
results:
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1. Relative sensitivity voltage to amend the inductance L of PECT

(Sé )omH =o'CR R(W4C§Bz —1)— A[a)ZC(fR(R +A4)+ 4(1_ a)zCOB)]

3

1
[(1— ®*C,BY + a)ZCOZAZ]Z [(1— ©*C,B) +&’C(R+ A)2]2
2. Relative sensitivity voltage to amend the active resistance r of PECT

(s:). = 2R 20°C2(R + A)A - (1- 0°C,B)|w*C2R(R + 24) + 21— &°C,B))
U Jomn

1
2

3
b-wc,BY + wcza]e [1- wrc,BY + 2R + AY]:
3. Relative sensitivity to climate phase inductance L of PECT

0*C2|(@?CZR? + 4R+ 24)r — (R? + 2RA + 247 )| - 2(1- 0°C,B)

St =w’CZR
om0 (- 0°C,BY [1- @*C,Bf + @*CZ(R? + 2RA + 242 )| + *C} 4*(R + A)

4. Relative sensitivity to the phase variation of the active resistance r of PECT

(R4 242 - 0 LC, (0 CZR? + 4)]- Rt 0?C,BY + w?C2.47)
(- 0°C,Bf [(1- ©°C,B) + @*C2(R? + 2RA+24? )| + &*C} A*(R + A)’

S, = @’CSR

4. CONCLUSIONS

A. Performed a theoretical analysis of two variants of a single T-shaped bridge
circuit including at one shoulder parametric eddy current transducer.

B. Obtained in analytical form expressions: complex transmission coefficient of
the considered schemes module and argument of this coefficient, equilibrium condi-
tions, and sensitivity to voltage and phase of the output voltage to changes in parame-
ters included parametric eddy current transducer.

C. The obtained expressions can be used for measuring dimensioning of schemes
that examined type for their work with embedded parametric eddy current transducers.

D. Given a domain of variation of the values of the elements of the scheme can be
found such value at which an eddy current transducer for the scheme will have
maximum sensitivity to a given parameter transducer.
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Abstract. The purpose of this article is to study the performance of the numeric conjugate gradients
algorithm by comparing it on computer CPUs opposed to GPUSs, found in graphic adapters. By
utilizing the high parallelization of GPUs it is expected to see substantial performance gain
compared to the CPU implementation. The numerical experiments are based on a CUDA im-
plementation of the conjugate gradients method and executed on an Intel Core i7 CPU with 4
CPU cores and NVIDIA NVS 3100M graphic card with 16 GPU cores. Sparse matrix formats
have been used to increase computational efficiency by omitting substantial number of zero
matrix elements in the calculations.

Keywords: GPU, conjugate gradients, sparse matrix

1. INTRODUCTION
1.1. General computing with GPUs and CUDA

Parallel computation is often used to accelerate the search for numerical solutions
to electrical engineering problems. Commonly available central processor units
(CPUs) with multiple cores enable even personal computers to perform quick analy-
sis of electromagnetic field in models with several thousands to hundreds of thou-
sands of discrete elements.

With the introduction of the graphical processor unit (GPU) initially used for
graphical calculations but later on for general computation as well, NVIDA has
opened new possibilities for further accelerating the execution of numerical algorithms.
At the time of writing many GPU solutions with tens and even hundreds of cores are
readily available on the market. The reason for the better performance of GPUs com-
pared to CPUs when it comes to floating point calculations is explained in [3]:

“The GPU is specialized for compute-intensive, highly parallel computation [...]
and therefore designed such that more transistors are devoted to data processing
rather than data caching and flow control.”

CUDA is a general-purpose parallel computing architecture provided by NVIDIA,
which enables the development of programs that run on the GPU. The programs are
implemented in the C programming language. CUDA has its own compiler that pro-
vides extensions to C. A CUDA program consists of host code and device code. The
host code is executed on the CPU like ordinary C programs. The device code (in
CUDA called kernel) is executed on the GPU.
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As described in [3], “a GPU is built around an array of Streaming Multiproces-
sors (SMs). [...] A multithreaded program is partitioned into blocks of threads that
execute independently from each other, so that a GPU with more multiprocessors will
automatically execute the program in less time than a GPU with fewer multiproces-
sors”. Figure 1 illustrates this.

GPU with 2 S GPL with 4 SM
L e ) Sz Sl " rd ML L
Block O Block 1 Block D Blodk 1 Block 2 Block 3
Blodk 2 Blodk 3 Block 4 Blodk 5 Block & Block 7

Block4 Block 5

Block & Blodk 7

Fig. 1. Automatic scalability of a CUDA program (source: [3]).

Blocks and threads can be structured in one or more dimensions to facilitate 1D,
2D or 3D calculations.

In the device code (the kernel) it is necessary to determine uniquely the currently
executed thread in order to perform the computation on the correct data entry. This is
done through special data structures, called blockldx (block index), blockDim (block
dimension) and threadldx (thread index within the current block). They can have x-,
y- and z-component. For the purposes in this paper only the x-component is used.
Each thread is assigned a unique thread number through the following formula:

Kinread = blockldx, . blockDim, + threadldx, (1)

1.2. The conjugate gradients (CG) method

The method of conjugate gradients (as described in [2]) is an iterative algorithm
for finding an approximate solution to the equation

Ax=b )

where A is a positive definite symmetric matrix (N X N), X is the unknown vector (N
x 1), b is the source or forcing function vector (N x 1), and N is the order of the ma-
trix.

The solution is found through generation of N vectors W; orthogonal with respect
to A or conjugate, such that:

W' AW, =0, fori#] (3)
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and
W' AW, #0, fori=] 4)

The solution to the equation is representable as a linear combination of these vec-
tors thus it can be found in not more than N steps. On each step a value is minimized,
called residual vector r, which represents the deviation of the current step solution
vector from the exact solution.

r=b— Ax (5)

At the last step the residual r is sufficiently close to zero, thus the approximate so-
lution is sufficiently close to the exact solution vector X.
The following formulas represent the CG calculation cycle [2]:

(direction) Wi =141 T B W,
(new solution) Xir = X; + o; Wi
(new residual) risp = b—A Xj (6)
o =W )/ (W' A W) (7)
Bi=—(ri1’ AW/ (Wi AW) (8)

1.3. Sparse matrix storage formats

Matrices used when solving electrical engineering problems with methods like the
Finite Elements Method (FEM) are typically sparse, i.e. with a large number of zero
matrix elements. Considering this, the usage of sparse matrix format for computation
is favorable because of omitting large number of operations on zero matrix elements.

Bell and Garland’s [1] implementation for sparse matrix-vector multiplication has
been used for matrix-vector operations in the numerical experiments. The latter paper
offers GPU implementations based on several sparse matrix storage formats. In this
article the author has used the DIA (diagonal) format and CSR (compressed row stor-
age).

DIA stores the non-zero elements of a matrix A (N % N) in a smaller matrix, con-
taining only the elements of the diagonals, containing non-zero elements. An addi-
tional vector indices is used to store the indices of the diagonals.

With CSR the non-zero elements are stored in a vector data in the order in which
they occur in the original matrix starting with the topmost row. Additional vector ptr
of size N+1 stores the accumulated number of non-zero elements for each row. An-
other vector indices is used to store the column numbers of the non-zero elements for
each vector entry in data.
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1.4. Goals

With this article the author aims to compare the performance of the conjugate
gradients algorithm on CPUs and GPUs in a common personal computer configura-
tion and verify if usage of the GPU can increase the speed of the computation. The
latter analysis is performed on synthetic matrices similar to the ones produced by the
Finite Elements Method.

2. IMPLEMENTATION DESCRIPTION

All experiment procedures have the following structure:

e Definition of a matrix size N for the current experiment.

e Generation of a synthetic matrix (N x N) with 5 non-zero diagonals, similar to
the matrices produced by the FEM (Figure 2).

e Generation of an exact solution vector X =[1 ... 1]7 (N x 1), consisting of val-
ues 1.

e (Calculation of the vector b = Ax.

e Conversion of the matrix to a sparse matrix format (CSR or DIA).

e Execution of the conjugate gradients algorithm with the sparse matrix data us-
ing the corresponding matrix-vector multiplication code (CSR/DIA and
CPU/GPU). The resulting approximate solution vector should be very close to
the exact solution X.

e Execution time is measured only for the last step.

4 -1 -1 0 0 O
-1 4 -1 -1 0 O
-1 -1 4 -1 -1 O
o -1 -1 4 -1 -1
o o0 -1 -1 4 -l
o 0 o0 -1 -1 4

Fig. 2. A sample 6 x 6 matrix.

The CG algorithm in the implementation is equivalent to the one described in Sa-
lon and Chari’s book [2]. A sufficiently small number € has been defined to deter-
mine when the CG algorithm converges, i.e. the approximate solution is found. The
value of ¢ in the numerical experiments has been set to € = 10™. The termination cri-
terion for the CG cycle is:

Irpal <e, for0<k <N )

(each component of the residuum vector r must be sufficiently close to 0, i.e. the ap-
proximate solution is sufficiently close to the exact solution X).
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2.1. CPU implementation of sparse matrix-vector multiplication

The matrix-vector multiplications in the CPU implementation are executed with
multiple threads in order to use the advantage of multiple CPU cores. Each matrix
row 1is assigned a single thread. All CPU multiplication algorithms are equivalent to
their GPU counterparts.

2.2. GPU implementation of sparse matrix-vector multiplication

The GPU implementation is equivalent to the one described in [1]. The DIA and
the scalar CSR kernels have been used.

3. SETUP OF THE NUMERICAL EXPERIMENTS

Algorithm performance is evaluated by applying the CG method to square equa-
tion matrices of sizes 10, 100, 1000 and 10000 equations. Two identical implementa-
tions are used — one multithreaded C++ application, run on Intel Core 17 CPU with 4
processor cores and one multithreaded CUDA C++ application run on NVIDIA NVS
3100M GPU with 16 cores (2 streaming multiprocessors with 8 cores each). The lat-
ter configuration has been chosen because it represents a common personal computer
setup at the time of writing.

What is measured is the time it takes to execute the CG algorithm and find the ap-
proximate solution in each case. When comparing the CPU and GPU execution times
an acceleration factor is calculated as follows:

kacceleration = tCPU / tGPU (10)

It illustrates how many times quicker the GPU execution is.

Early experiments showed some additional delay in the first run of the algorithm
for each testing session, probably caused by initializations of the multithreading envi-
ronment. In order to eliminate this side effect an empty execution call was introduced
before doing the real experiments.

4. EXPERIMENT RESULTS

Table 1 and 2 present the measured execution times from the numerical experi-
ments.

As expected, the measured times from the execution of the programs show per-
formance improvement with the application of GPU compared to CPU.

Considering the GPU case, the performance of the CSR kernel is almost equal to
the performance of the DIA kernel.
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Table 1. Performance of the CG method with sparse matrices in CSR format

Number of equations Solution time with Solution time with Kacceleration
CPU, ms GPU, ms
10 15 4 3.75
100 867 21 41.29
1000 68168 739 92.24
10000 6671247 59997 111.19

Table 2. Performance of the CG method with sparse matrices in DIA format

Number of equations Solution time with Solution time with Kacceleration
CPU, ms GPU, ms
10 10 3 3.33
100 751 24 31.29
1000 67531 713 94.71
10000 6660968 58642 113.59

5. CONCLUSIONS

Application of GPU in all considered cases leads to acceleration of the computa-
tion. It is an interesting observation that the acceleration gain by using GPU opposed
to CPU increases with the number of equations, thus using GPUs for CG computation
with the provided input data is more beneficial with higher number of matrix ele-
ments.

The GPU results for CSR and DIA kernels show very similar performance. This is
a consequence of the chosen input data format. The matrix under test consists of 5 di-
agonals without zero elements. This results in equal number of floating point multi-
plications in the CSR and DIA cases. If the matrix diagonals contained zero matrix
elements, mixed with the non-zero ones, it is expected that the CSR kernel computes
faster. The more zero elements in the diagonals, the better the CSR kernel should per-
form in relation to the DIA kernel.

If the structure of the matrix under test is changed so that each row contains a
variable number of non-zero elements, the performance of the scalar CSR kernel used
in this article should decline as described in [1]. Using the vector CSR kernel pro-
posed by Bell and Garland in the latter paper can improve the performance, provided
that “matrix rows contain a number of nonzeros greater than the warp size (32)”,
where warp is defined as a group of 32 threads.
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Abstract. In this material, an introduction of the Williams’s memristor and its parameters is per-
formed. The behavior of a circuit with one memristor and ideal sine current source is modeled
with MATLAB. Three circuits including Resistor-Memristor (RM), Coil-Memristor (LM) and
Capacitor-Memristor (CM) and with an ideal sine voltage source in series are discussed and
analyzed using SIMULINK models. Based on this simulation, the basic characteristics of the
memristor circuits are presented in graphical form. The harmonious structure of the current in
the circuits studied is also performed. The extent of nonlinearity of Williams’s memristor is
discussed too. Finally, some final conclusions about properties and applications of the
Williams’s memristor and memristor circuits are made.

Key words: Williams's memristor, current source, computer simulation, harmonious structure.

1. INTRODUCTION

The object of investigation in this publication is the Williams’s memristor,
invented in 2008 in scientific-research laboratory of “Hewlett-Packard”. It is a new
semiconductor element with unique property — ability for memorizing the quantity of
electrical charge. Based on this property professor Leon Chua proposed in 1971 the
basic model of memristor [1]. Its basic parameters are: w=1 nm, D=10 nm, u,=1.10™
m’/(V.s), R,, =100Q, R,..=16kQ. Schematic image of Williams’s memristor

presented here is shown in Fig. 1.

— Pt Ti0,., Tio, Pt ——=

Fig. 1. Structure scheme of titanium dioxide memristor

The main application of Williams’s memristor is in computer memories. In the
present publication some nonlinear circuits, consist of one memristor in series with
the basic passive elements — resistor, inductor and capacitor [3, 4], are discussed. The
analysis is made with toolbox SIMULINK of MATLAB, because of the difficulties
arising during the analytical solution.
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2. PROBLEM STATEMENT

To analyze the circuit including an ideal current source it is necessary to find the
relation as u(z) = f(i(¢)). It is very difficult to find the exactly analytical solution of

the relation i(¢) = f(e(¢)) for RM, LM and CM memristor circuits, so that appro-

ximate numerical methods, based on OPTIMIZATION and SIMULINK toolboxes in
MATLAB environment will be used.

2.1. Analysis of a circuit with one memristor and an ideal sine current source
Let us consider a sine current source with the following instantaneous value:
i(t)=j,(t)=i sin(ot+y,), (1)

where: i,, = 140 uAd, and o = 3 rad/s.
The charge can be determined after integration of (1) [2, 3] as follows:

q(z)=jim sin(a)t+y/l.)dt=%[coswi _cos(wi+y,)]=0, (1— \/1— w(z)] 2

D**OFF

The equation (2) is solved with respect to the magnetic flux () and the resulting
connection between the charge and the magnetic flux is:

__QDROFF _ im
v()=-=" {1 00

D

[cosy, —cos(wr +1//l.)]} +% (3)

Then the voltage on the memristor is obtained by the Faraday’s law:

d
-4

D

=i sin(ot+y,)R, {1— lea) [cosy, —cos(wr + z,u,.)]} (4)

2.2. SIMULINK models of RM, LM and CM circuits

SIMULINK model of the memristor is based on the following formula:

«()=0, [1—J1— 5 2 w(t)} (5)

The analytical base of the simulations is the Kirchhoff’s voltage law and the
respective expressions for voltages on the passive elements. The solutions are made
at zero independent initial conditions, i.e. at the initial moment there is no energy
stored in the conservative elements [2, 3].
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The main goal of the present researches is obtaining the graphical characteristics
of simple memristor circuits with one Williams’s memristor. For that reason Volt-
Ampere Characteristics (VAC) and the spectral structure of the current in the circuits
studied are analyzed (Section 3). Based on this, conclusions for the nonlinearity of
circuits and appearance of higher harmonics are made (Section 4).

3. SIMULATION RESULTS FROM THE MEMRISTOR CIRCUITS STUDIED

In the present material simulations of behavior of simple memristor circuit with
ideal sine current source and of series RM, LM and CM circuits with an ideal sine
voltage source are made.

3.1. Analysis of a circuit with one memristor and ideal sine current source

The basic scheme of the studied circuit is presented in Fig. 2. The simulation is
made based on formulae 1 — 4, combined in respective .m-file, started from the
command window of MATLAB. The results are given in the Fig. 3, 4 and 5.

The magnetic flux as a nonlinear function of the charge accumulated in the
element is presented in Fig. 3. Figure 4 shows the respective VAC, which has dual
character and it looks like a “pinched hysteresis loop”. The distorting in form of the
curve of the voltage on the memristor with respect to the sine curve of the current
observed clearly with Fig. 5.

Charge-flux characteristics

s -
it) =
, ) uft) M i
Io(t) ®
Chargi, [ x10°
Fig. 2. Circuit with ideal sine current source Fig. 3. Magnetic flux as function of the charge at w =
and one memristor 3 rad/s and magnitude of the current

in =140 ud

Current, [A]

Voltage, [V]

Fig. 4. Volt-ampere characteristic in Fig. 5. The voltage and the current of the memristor as
frequencyw = 3 rad/s and i, = 140 u4 functions of time at frequency o = 3 rad/s and magnitude
of the current i,, = 140 u4
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3.2. Analysis of a series RM circuit supplied with a sine voltage source

The electrical scheme of a serial RM circuit with an ideal sine voltage source and
parameters R = 4,7 kQ, and e =18V is presented in Fig. 6. The resulting VAC of
the studied memristor - u,, (t) = £(i(z)) - is shown in Fig. 7. Both the characteristics
of the voltage of the analyzed memristor and the respective current, passed thought
the circuit studied, are non-sinusoidal (see Fig. 8). The spectral structure of the
current in the circuit is presented in Fig. 9. As it was said in [3] the current
simulations confirm containts of 1, 2™ 3™ and 4™ harmonics of the current
variation,
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Fig. 6. Serial RM circuit with ideal sine Fig. 7. Volt-ampere characteristics at frequency
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Fig. 8. The voltage and the current of the Fig. 9. Spectral analysis of the current in the
memristorat @ =3 rad /s and EMF e =18V  circuitat w=3 rad/s andEMF e =18V

3.3. Analysis of a series LM circuit supplied with a sine voltage source

The electrical scheme of a series LM circuit with an ideal sine voltage source and
parameters L = 500 mH, and e =1,2 ¥ is presented in Fig. 10. The resulting VAC of
the studied memristor - u,, (¢) = f(i(t)) - is shown in Fig. 11.

The curves of the voltage on the memristor and current passed thought the circuit
studied are given in Fig. 12. There are non visible distortions on the voltage curve, so
it has almost sine form. It can be explained with a very small voltage on the inductor
at low frequencies of the current. Unfortunately, the current has significant
distortions, according to the harmonics included — from 1™ to 8™ (see Fig. 13).
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3.4. Analysis of a series CM circuit supplied with a sine voltage source

The electrical scheme of a series CM circuit with an ideal sine voltage source and
parameters C = 1 uF and e, =1,5V'is presented in Fig. 14. The resulting VAC of the

studied two-terminal CM circuit - () = f(i(r))— is shown in Fig. 15.
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Analyzing the simulation results shown in Fig. 16, it can be seen that in the
beginning of the experiment the current has a sharp local maximum due to the initial
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charging of the capacitor. The spectral structure of the current is presented in Fig. 16.
It includes only first harmonic and a very small value of DC component so that the
curve of the current has a sine form.

x10° Spectral structure of current

03§

Amplitude, [A]
n
T

0.2 1.5 - -

Voltage, [V], Current [x10-4, A]

o
P

o
o
o
|
|
_ 1

o
oL

.5

Frequency, [Hz]
Fig. 16. The voltage and the current of the Fig. 17. Harmonic structure of the current in the
memristorat @ =3 rad/s and EMF e =15V  circuitat =3 rad/s and EMF e =15V

4. CONCLUSIONS

Currently, in the literature there are some publications, associated with the RM,
LM and CM circuits analysis supplied by sinusoidal current and voltage sources [3].
Unfortunately, this is no sufficient for detailed analysis of these circuits. For this
reason the present analysis is urgently needed. The simulation results show that there
is @ small nonlinear dependence between the current and the voltage of the memristor
circuits. This fact explains the “poor” frequency spectrum of the current in the cir-
cuits studied — from 1 to 4™ harmonics and from 1 to 8™ respectively. In both
cases the DC-component has a small value.

Unfortunately, these passive two-terminal circuits cannot be fully linearized and
couldn’t be used well for filtering of electrical signals. Thus, they can be used only
for analyzing of hybrid memristor-transistor circuits.
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circuits with one, two or more memristor elements activated by sine and pulse supply”.

References

[1] Chua, L. O. Memristor — The Missing Circuit Element. IEEE Trans. on Circuit Theory, Vol.
CT-18, pp. 507-519, September 1971.

[2] Strukov, D. B., G. S. Snider, D. R. Stewart, R. S. Williams. The missing memristor found.
Nature, doi: 10.1038/nature06932, Vol 453, pp. 80-83, 2008.

[3] Volos, C. K. et all. Memristors: A New Approach in Nonlinear Circuits Design, Department of
mathematics and Engineering Sciences, Hellenic Army Academy, Athens, GR16673, Greece.

[4] Yogesh, N., Joglekar and Stephen J. Wolf, The elusive memristor: properties of basic elec-
trical circuits, Department of Physics, Indiana University Purdue, University Indianapolis,
Indianapolis, Indiana 46202, pp. 1 — 24, January 13, 20009.



ANALYSIS OF A LCM EQUIVALENT CIRCUIT OF
MEMRISTOR AND IMPULSE VOLTAGE SOURCES

Stoyan Kirilov, Svetoslav Dichev, Ivan Trushev, Valeri Mladenov

Department of Theoretical Electrical Engineering, Faculty of Automatics,
Technical University of Sofia, 1000, 8, Kliment Ohridski, Blvd., Sofia, Bulgaria,
tel. +3592/965-34-45,
e-mails: s_kirilov@tu-sofia.bg, s dichev@tu-sofia.bg,
ivant@tu-sofia.bg, valerim@tu-sofia.bg

Abstract. An equivalent inductance (L), capacitance (C) and memristance (M) (LCM) scheme of
Williams’s memristor with impulse voltage source is given in the presented paper. Computer
simulation of the circuit is realized in MATLAB & SIMULINK environment. The parasitic in-
ductance and capacitance of the memristor are obtained by approximate method and they are
associated with a square memristor matrix with length of 3 cm and width of 3 cm. The transient
response of investigated memristor circuit is obtained in graphical form. Sources of rectangu-
lar and triangular voltage pulses are also used in implementing the simulations. The basic dia-
grams in graphical form are obtained. Several basic conclusions and deductions in time do-
main and frequency domain properties of Williams’s memristor are made. Conclusions for be-
havior of Williams’s memristor at very high frequencies with rendering an account of its para-
sitic inductance and capacitance are also presented.

Key words: Williams’s memristor, computer simulation, impulse mode, parasitic parameters.

1. INTRODUCTION

Because of the importance of development of new effective computer memories
with high storage a very crucial memristor investigation as a future memory element
is being made. Its advantages are small dimensions (about 10 nm) and low power
consumption [1, 2, 4]. The influence of parasitic inductances and capacitances and
also of mutual inductances between rims of the memristor matrix must be rendered an
account at high working frequencies. In the present paper the equivalent scheme of
Williams’s memristor is object of analysis. The parasitic parameters are shown in
Fig. 1. The basic parameters of the circuit are: w=1 nm, D=10 nm, 1,=1.10"* m’ /
(V.s), Ron =100 Q, R,.. =16 kQ. The parasitic parameters of Williams’s memristor

have the values: L, = 1.10 H, Cpyr = 3.10"7 F. The last two values are approxi-
mate. They are calculated at exemplary topologic structure of memristor matrix with
length of 3 cm and width of 3 cm. Parasitic capacitance of Williams’s memristor is
calculated as capacitance of plane capacitor, and parasitic inductance of the element
is obtained as inductance of semi-winding between platinum rims of the memristor.
Because of the difficulty of obtained analytical relationships of Williams’s memristor
(Eq. 1), a numerical method in MATLAB environment with usage of SIMULINK
toolbox is applied in investigation of the equivalent scheme of the memristor [6, 7].
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2. PROBLEM STATEMENT

The main goal of present analysis is obtaining a visual concept for influence of
parasitic inductance and capacitance of Williams’s memristor in impulse mode. Tran-
sient voltage response is analyzed with an ideal input step voltage. The main tasks
presented here are mainly associated with investigation of distortion of rectangular
and saw-tooth voltage impulses in memristor circuit at very high frequencies up to
1000 GHz. The signals described here have very abundant frequency spectrum, espe-
cially the rectangular pulses with small coefficient of filling. The form and magnitude
of current through signal source are analyzed too. On the base of presented simula-
tions some conclusions of extent of influence of parasitic parameters and the memris-
tor nonlinearity to exemplary impulse sequence are shown [3, 5].

L
_ulv r‘aml
D i T
e(t) Up(9 l Crar
it) l ilt)
-

Fig. 1. Equivalent LCM scheme of Williams’s memristor

3. SIMULATION RESULTS FROM THE MEMRISTOR CIRCUIT STUDIED
3.1. SIMULINK model of investigated circuit

A SIMULINK model of the memristor circuit is constituted — Fig. 1. For this task
the Kirchhoff’s laws and defining expressions of voltage drops of passive elements
and currents through them are used. The main physical dependence for Williams’s
memristor 1s used too — see Eq.1:

i(6) = ”2(2 | (1)
Ropr \/1— = [u(t)t

The memristor circuits are examined under zero independent initial conditions,
1.e. in the initial moment no energy is stored in conservative elements. The model ob-
tained here is shown in Fig. 2. In the scheme a minimal number of differentiating
parts are used. Therefore a formula about charge has not been used but Eq. (1) about
current instead [6, 7].
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Fig. 2. SIMULINK model of investigated LCM memristor circuit
3.2. Obtaining transient response of examined circuit

For obtaining a transient response of analyzed circuit a step input voltage source
with initial value of voltage 0 V" and final value of 1 ¥ has been used — see Fig.3.
Output signal of analyzed circuit is voltage drop across the memristor. It represents
the response of analyzed scheme — Fig. 4.
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Fig. 3. Dependence between input stepped Fig. 4. Dependence between memristor
voltage and time voltage and time at stepped input impact

From simulation made here and from results obtained it is obvious that the signal
hasn’t obvious distortions. The circuit has behavior of a scheme built of only resistive
elements. Because of very small values of memristor parasitic parameters in this case,
they do not visibly affect transients [3].
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3.3. Analysis of equivalent LCM scheme of memristor activated
by rectangular pulse voltage source

The time diagram of EMF source is presented in Fig. 5. In the next Fig. 6 current
through signal source has been shown. The current through the memristor and the
voltage drop across it are presented in Fig. 7 and Fig. 8, respectively.

Dependence between EMF and time x10° Dependence between the current and time
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Comparing the EMF impulses of the source and the voltage drop across the mem-
ristor u,, we can see that there are no visible distortions of voltage, i.e. the parasitic
parameters do not affect quality of signals passing from input to the output of the cir-

cuit.

3.4. Analysis of equivalent LCM scheme of Williams’s memristor activated
by the saw-tooth voltage pulses

The dependence between saw-tooth voltage source and time at frequency 1000
GHz is presented in Fig. 9. In the next Fig. 10 a current through EMF source has been
shown. This current represents a sequence of short duration pulses with steep fronts
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and smooth back regions. This form of current pulses is due to transients in charging
and recharging the parasitic capacitance. Current through the memristor and voltage
drop across it are presented in Fig. 11 and Fig. 12, respectively.

Comparing Fig. 9 and Fig. 12 it is obvious that input saw-tooth impulses are not
distorted at passing through examined circuit. This conclusion is the same as this in
section (3.3), where rectangular pulses have been used.
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In spite of ultra high frequency pulse voltage sequences used in simulations in
MATLAB & SIMULINK environment, parasitic parameters do not affect the form
and magnitude of the input signal.

4. CONCLUSIONS

From the literature reference and simulations realized the following basic conclu-
sions could be obtained. A few papers associated with investigations of memristor at
impulse mode [3, 6] have been found. This fact has been a precondition for imple-
menting the present analysis. The results obtained here confirm the assumption that at
very high frequencies Williams’s memristor has a behavior of linear resistor, and par-
asitic inductances and capacitances do not distort the pulses. This fact is confirmed
by investigation of transient response of the equivalent scheme. Because of that Wil-
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liams’s memristor might work at ultra high frequencies — mainly in computer system
memories, in neural networks in automatics, and in many other applied areas of tech-
nique.

The influence of mutual inductance between rims of memristor matrix and of ca-
pacitances between rims will be investigated in future papers.
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Abstract. Up to date in several power distribution systems there are main power lines without par-
allel connection between them. In such cases if there is a fault on some of the lines the consum-
ers attached to the faulty line will be left without electricity. In order to avoid line faults if there
are parallel lines interconnecting the main lines this problem can be avoided with electric en-
ergy redistribution from the healthy lines. When building such parallel lines in power distribu-
tion systems several aspects are to be taken into consideration when the exact connection plac-
es are to be determined. These aspects include the length of the parallel line, the type of cable
required according to the peak energy consumption. This paper presents an optimisation pro-
cedure for determination of the optimal parallel line for connection of the main lines in one ex-
emplar electric grid energy distribution system with three main lines.

Keywords: optimization, grid electric load, system modeling

1. INTRODUCTION AND PROBLEM FORMULATION

Today the existing electrical power distribution systems in the big cities in Bul-
garia are facing several problems in the present and especially in the future. With de-
centralization of the electric grid and making it managed by private companies with-
out knowledge for the rest of the grid it’s becoming harder to manage certain parts of
the grid. There are many uncertainties that come into play that can harm the delivery
of electric power to the consumers like fast addition of many new consumers in cer-
tain branches, increased probability for faults due to terrorist acts sabotage or by
faults in the grid itself, as it is quite old. With the deregulation for the private electri-
cal distribution companies several main 110KV transmission lines appear as con-
nected in serial with no option to transfer energy from one to another in case of faults
in certain parts of the grid. This can lead to lack of electrical energy supply, which is
not acceptable in the 21% century. The solution — an multicriterial optimization proce-
dure for determination of the optimal parallel line for connection of the main lines in
one exemplar electric grid energy distribution system.

In this paper we present an method for determination of the best spots for creation
of parallel lines in the existing grid, that will connect the main distribution line in a
way that despite some of the sources is being cut from the grid, the distribution grid
can be powered from the other sources. The best parallel reserve line connection
spots are determined with optimization procedure by obtaining the minimal line
length and minimal current going though the parallel line, while checking if the parts
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of the existing grid will be able to hold on increased power flow. This is having an
impact on the money invested in the parallel lines, as minimal distance means less
cable length used, and minimal currents means that the cable requirements will be
lessened meaning that cheaper cable type can be used.

One example is done in a power grid in Sofia and the data we have been provided
to work with involves three serial 110kV distribution lines without parallel connec-
tion between them. Each line has many transformer stations for voltage reduction
from 110 to 22kV. Unfortunately the data provided from the electric distribution
company is confidential, resulting that the gps coordinates, energy consumption, peak
currents, cable types, transformer station parameters and the other parameters used in
the optimization procedure are not to be published, and that only partial general re-
sults can be given.

2. MODELING AND SIMULATION OF THE ELECTRIC GRID

For modeling the electric grid we used MATLAB. In this development environ-
ment in contrast to tools like PSpice there is a lot of freedom for circuit generation
and parameter tune. We used a voltage potential method with functions to easily cre-
ate the conductivity matrix of the grid by applying the conductance between two
nodes. From the problem formulation we have several power distribution systems in
which there are main power lines without parallel connection between them. In such
cases if there is a fault on some of the lines the end result is that consumers attached
to the faulty line will be left without electricity and in order to avoid line faults and
increase reliability if there are parallel lines interconnecting the main lines this prob-
lem can be avoided with electric energy redistribution from the healthy lines. The
grid taken into account is shown on Figure 1.
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When building the parallel lines in power distribution systems several aspects are
to be taken into consideration when the exact connection places are to be determined.

These aspects include:

— The power supply system — nominal VVoltage, nominal Frequency, Short circuit

power, X/R ratio;

— cable line parameters — specific resistance and inductance per km;

— linear conventional loads — nominal active and reactive power;

— the length of the parallel line (if it’s bigger it will be expensive);

— the type of cable required according to the peak energy consumption;

— capability of the existing infrastructure to handle the loads.

As already mentioned there are three serial 110 KV independent lines and each of
the serial line consists of VVoltage Transformers from 110 KV to 22 KV for distribu-
tion of electric energy for domestic needs. For simplicity the transformer stations
with the exception of the endpoint stations are considered as an consumer. The line
endpoint voltage transformer stations are connected to high power transmission lines
and can deliver enough power to all of the consumers of entire line if needed (if the
infrastructure can handle the load). Distances of the existing cable connections and
cable types between the stations are known, and also the GPS coordinates on every
single transfomer station are known. By knowing the distance between the trans-
former stations and the cable type used the cable length can be modeled with cable
resistance and cable inductivity per kilometer. From catalogue data per kilometer ca-
ble Resistance is 0.06 Ohm and the inductance is 0.4H. The distances considered are
very small so modeling line capacitive behavior from line to ground is very small and
will not be considered.

Fig. 2. Cable line modeling with 0.06 Ohm and 0.4H per km line length

The consumers are modeled with R and L according to the data for the consumed
power. For domestic energy distribution cosf=0.9

active consum:

Eleciric power ) Ltomodel the

_#  reaciive consumed
+,  electric powe

Fig. 3. Modeling the transformers as consumers
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Fig. 4. Electrical model of the grid

A program code in MATLAB is generated that makes a electric grid bias point
calculation. Then this code is inserted in a loop cycle where the sources are inde-
pendently removed one by one for every possible combination of the parallel lines.
Monitored are the peak currents passing through the transformer stations and the ca-
ble distance is calculated with the usage of GPS coordinates. With this calculated ca-
ble distance the parallel cable line R and L are also inserted into the model. This re-
sults in a various grid combinations as shown on Figure 5.
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Fig. 5. The grid with some of the possible solutions
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The best solution is to have a fulfillment of infrastructure endurance on peak cur-
rents that are lesser than the maximal by cable specifications of the existing infra-
structure while having the minimal distance in km between the new lines.

Fig. 6. Current variation trough one node for many grid stricture variations

VoEL) o=
o I IRDMVA
b = [!'_il).
=
=i - _
= -
Enoc = 8 == = |m
- ) 8 a9 217 3aste0Mw
3 = o B 2| =
M500-3.2 g 2%8|% . £ @
. = = |2 & = ©o
JI. Nusmutpos B = ———
= (=%
o l = 2|9 B
..... | G = Ble =
- = = = ] =
s | 3 = =) - =l
S |s = 2 2le =
iR i | = = =
TAz 2 % | i =le
"u] 8 CHRS e 2l U
[r—————— L= I ) r_:‘d
T = a | = ;—|
[1an ) o oot '!':J\l
% -l B
b x| o
= o | v
" - e
e | g s
o | &=
e | g =
C|Z a
=173 =
mpCuin S =1 | =P
B S
- & I|ET =
i 1z g
& Sz ot
L] <||= =
5 Sl g
= 4 05 ™ =
= . I'_ B =
Q@ - = . T
= = 31 =
23|l "2 = -
25 ||+ _ = gllE= &
B& |28~ ol [ Bap ™
NHC |25 =[] &S
< 32 |l =
! g— =l KA
"E =
I —
1% {180 ]

Fig. 7. The best solution for the parallel lines

3. CONCLUSION

With computational algorithms the optimal places for placement of parallel lines
in existing electric grids can easily be determined with respect to minimal line costs
and acceptable minimal peak power transfer from the infrastructure.
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NHBAPUAHTU HA HYBCTBUTEJIHOCTTA
HA YECTOTHO CEJIEKTUBHU KOMYHUKAIIMOHHHU
BEPUI'N

Anmonuo Anoonos, Cuneusa Anoonoea, Mapusana Muxoea
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Pe3wome. Eono om cvepemeHHume HANpasieHUus 6 peulasanemo Ha npoodiema 3a nosuudseane Ha
WYMOYCMOUYUBOCIIMG U eheKMUSHOCMMA HA KOMYHUKAYUOHHUME KAHAAU e CUHMEe3bm Ha
ao0anmueHu npeousKpussasawju Quimpu, KOMHEHCUpawu uUsMeHAuwama ce aKkmugHoCm Ha Ka-
nana. Ilpu cunmesa na maxkueéa Quimpu e om 0cobeHO 3HAYeHUe OonpedensHemo HA 3a8UCU-
MOCMMa Ha mexHume C80UCMeama om U3MeHeHUuemo Ha napamempume UM, 3a0A6aHU C M.H.
@yukyuu na uyecmeumennocm. Hacmoswama cmamus paszenedxcoa onpeoeisiHemo Ha cneyu-
ANHU QYHKYUOHATIHU 3A8UCUMOCIIU MeHCOY me3u (YHKYUU, HAPUYAHU UHBAPUAHMU HA 4YE8CM-
gumennocmma. Te ca om 201AMO NPAKMUYECKO 3HAYEHUE, 3AUOMO ONPeOelsim 02paHU4eHUs -
ma 3a He3a8UCUMO U3MeHeHUe Ha QYHKYuume Ha 4y8CmeumenrHocm npu cunmesd Ha onmumai-
HU HUCKOYYBCMEUMENHU A0anmMusHu uampu

Knrwuoeu oymu: Mneapuanmu na 4yecmsumennocmma, HUCKOYY8CMEUMENHU A0ANMUSHU QUAMpU

1. BbBEJAEHHUE

[ToBuIIaBaHETO HA MIYMOYCTOMYMBOCTTA U €PEKTUBHOCTTa HA KOMYHHKAIIHOHHU-
TE CHCTEMH 3aeMa BaKHO MSCTO B ChBPEMEHHATa TEOPHUS M TEXHHUKA HA MPEIaBaHETO
Ha nHpopmarus. EnuH OT moxxoanuTe B TOBa HANpaBJICHHE € CBbP3aH ChC CHHTE3a Ha
T.H. IPEAU3KPUBSBAIIM (WITPU B TpEAaBaTelsi, KOUTO OMXa pealu3upaiyd TakoBa
M3MEHEHHe Ha (hopmara Ha MpeaaBaHUsi CUTHAJ, KOETO OM 00YCIIOBHIIO HEM3KPUBEHA
¢dopma Ha cUTHaNa B TOYKATa Ha MPHEMaHe, T.e. OM OCUTYpHIIO KOMIICHCAIUS Ha pe-
aKuus Ha KOMYHUKaMOHHMS KaHanu. Ilpu cuHTe3a Ha TakuBa QUITPU OT OCOOEHO
3HAYCHUE € OMPECIITHETO Ha 3aBUCHMOCTTA HA TEXHHUTE CBOWCTBA OT M3MEHEHHETO
Ha MapaMeTPUTE UM, U3BECTHO KaTo Mpo0iieM 3a 4yBCTBUTEIHOCTTA. HeroBara chi-
HOCT C€ ONpEAeIIs Ype3 YUCICHOTO M3CIICABAHE HA ITAPAMETPHUUECKHUS MOJISI Ha BEpPH-
rara B 1enus 00XBaT Ha M3MEHEHHE Ha OMpPEAesIiaTa ChbBKYITHOCT OT HapaMeTpH.
OCHOBEH METO/I 3a M3CJICIBAaHE B TEOPHSITA HA YyBCTBUTEIHOCTTA € M3IIOJI3BAHETO Ha

m
T.H. QyHKIIUA HA YyBCTBUTENHOCTTA. Heka {ai }i=1

Bepurara, ooOpa3yBauio IIbJHa ChbBKYITHOCT Ha « . [Ipu ToBa mpoMeHIMBaTa Ha ChCTO-
AHUETO Y;(t,a) W MOKa3aTeauTe 3a KauecTBO J, (a) ca eJHO3Ha4YHM (PYHKIMU Ha Ta-

€ MHOKECTBO OT [apaMEeTPUTE Ha

paMeTpure «;. ToraBa 4aCTHUTE NPOU3BOJHU

oY.(t,a) oJ,(t,ax)

2

(1)

oa, oa,
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ce Hapu4yaT (YHKIMHM HAa YyBCTBUTEIHOCTTA IO OTHOUICHHE HA CHOTBETHHUTE Iapa-
METPH.
Ako BxogHute X =X (t) U usxonHure Y =Y (t) CUTHAJIA Ca BEKTOPHU ()YHKLIUU

Ha BPEMETO, TO KOHBOJIIOLMSTA, OMpEAeTsIla Bpbh3Kara MEXIy BXOJa M M3X0Ja Ce
MPEACTABS AHAJTUTUYHO Ype3 JIMHEEH ONepaTop oT Buaa [2-3],

Y(t)zL(x)zzH(t,r (cMz = jH t,t—7)X(t -7tz (2)

Tyk SAPOTO HAa MHTETPATHUS ONEpaTop H(s,7) € U3BECTHO W IIBIHO M3CIIEIBAHO,
Kato MarpuuHa ¢yHkius Ha 'pun [2,3]. Ako pynkuusara Ha ['pun H (t,r) YAOBJIET-

BOPSIBA YCIOBUETO
H(t,7)=03at<t (3)

TO omnepatopsT (2) e huznuecku peanuszyem. OyHkuuTe Ha ['puH B TO3M cirydaid ce
HapuyaT TEerJIoBHM (yHKIMH. PaBeHCTBO (2) 3a (U3MYECKH peau3yeM OIepaTop
nmpuema Buja

Y(t)zL(x)zij(t,r T)dr—jH tt—1)X(t—7)Mr. 4)

2. OHNPEJAEJSAHE HA UTHBAPUAHTHU HA YYBCTBUTEJIHOCTTA HA
HPEJABATEJIHU ®YHKIUU HA KOMYHUKAIIMOHHHU BEPUT'U

KakTto e u3BecTHO, npenaBarenHaTa GyHKIUS W( p) Ha JINHEEH ITACUBEH YETUPU-

MOJIFOCHUK TMpeACTaBiIsiBa JIpoOHOpaloHanHa GyHkuus [1], T.e. OTHOLIEHUE HA TO-
auHOMU Ha XYpBHUIL OT BUJA:

>bp
W(p):B(p):i=0 s<n.

A(p) iaipn—l
t=0

KOC(UIMEHTUTE HA KOUTO g, U b, 3aBUCAT OT MapaMeTpure o,,...,a,. Moxe na ce
MOKaXKe, Y€ aKo € U3IIbJIHEHO yCJIOBHE (2), TO ChIIIECTBYBAa MHBAPUAHT BbB BUJA

pﬂm:mémW@)

= const . 5
w1 Olne, ©®)

3a Ta3u LeJ Ja ONpeiesuM Hal-Harpe KOPEHOBUTE MHBAPUAHTH HA YyBCTBUTEII-
HOCTTa Ha npejaBaTenHaTa pyHkius. [la pasriename MHOro4YIeHA

D(p)z ialp”_1 3a a, =0,
k=0
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KOPEHUTE Ha KOWTO ca HyJIM WM MOJIIOCH Ha TpelaBaTeilHara (GyHKIIMS Ha Bepurara
M 3aBHCAT OT TApaMETpUTe d,,...,c, : p. = p.(a,,....a, ), i €(1,n). Cymata ot xope-
HUTE Ha MHOTOWIeHa D(p) € paBHa Ha :

n a
2P = a—l (6)
i=1

0

Axo ce qudepeHnrpa ToBa OTHOILIEHHUE 10 TapaMeTbpa ¢, , Ce MoIydaBa

Oa, 4 oa,

" op,  Oa, | da
Y P S ()
i=1 aak a,
oa,
Axo Koe(pUUUEHTUTE a, U @, HE 3aBUCAT OT HapaMerspa «,, T.C. =0 u
A
0
] =0, TO
oa,
" Op. n op.
Zi:O W Zizo. (8)

CrnenoBatellHO cyMaTa OT KOE(PUIIMEHTUTE Ha MoAuHOMa D(p) 1O OTHOIIEHUE Ha
M3MEHEHHETO Ha NapaMeThpa ¢, € paBHA HA HyJa, T.€ TOBA € MHBAPHUAHT.

Hexka koepuuuenture g, 4,,..., @, ca NOJIWIMHEHHN QYHKINUN HA TapaMeTpH-
T &,,...,0, . Toraa ca B CujIa 3aBUCUMOCTH OT THII (2):

%zqai,ie(O,n). 9)

m
2.9

k=1 aak

AKO YMHOXXHM C ¢, U CyMUpaMe IO k JsiBaTa U ASCHA 4acT Ha paBeHCTBOTO (7),
Kato otdyeTeM (9) MOXKEM J1a MOJTydnuM, 4e:

m n 8pl 1
ZZ = 2(a0a1_a1ao):0
- Olnea, a,

CrnenoBartellHO, OJy4aBa c€ UHBAPUAHT

m n a )
D zi —0 (10)
i Olna k
Ja pasriename cymara
m apl

mOlnea,
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3a clly4ail Ha KOMIUIEKCHO crperHatu kopeHu. Karo mudepenuupame ThKIAECTBOTO
D(p, ) =0 mo napaMeTrbpa «, , NOJlyyaBaMe

oD dp; , < oD da,

=0,
op, 0a, j=0a; Oa,
OTKBJIETO
> pr
ap. i Glnak (11)
dlna, oD
p;
Torasa, kato ce otuete paBeHcTBO (10) ce momydasa
C]z p:_jai
i apz ___J=0 :_qD(pi). (12)
“ona, oD D
ap, p;
B pesynTaT monyuaBame WHBapHaHT
YL 9, (13)

CHOTBETHO, 3a penaBaTennata dpynkmus W ( p) Ha BepUrara MOXe Jia ce 3arullie:

omw(p)_ a, {iaW(p) 0a, , < OW(p) 551}:

oma, W(p)| = da; Oa, in Ob, Oa,

1« . ob B(p) e ., éa
_ o { S, B (p)zp L}:
Alp)i p)i-

Kato ce otuete (8) u u3pasa 3a uaBapuadr (13) cien peauia npeoOpa3yBaHus ce
noJryyaBa

iaan(p):i =const (14)

- Olnea;,  j50na
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3. ONPEAEJSHE UHBAPUAHTUTE HA YYBCTBUTEJIHOCTTA
HA ITACUBHU U AKTUBHU ®UJITPU

Jla pasrnename npenaBarenHara GyHKIMsS Ha eleMeHTapeH nacuBeH RC Quitwp

[1]

1
W (p)= T=RC.
(p) T

Ta3u npenaBaTenHa GyHKIUSA MOKE Ja c€ MPECTaBU BbB BUAA

W(p)=—S5— g=1

- g+C’ &= R’
KBJETO g € MPOBOAUMOCTTA.
[a pasrnename cymara
olnWw Olnw
s(p)= 20 p) oW (p)

olnC Olng

Tovi kaTO
olnw(p) ~ Cp On w(p) . (p

olnC __g+Cp’ Olng _g+Cp’

TO creniBa, ue S(p)=0.

Heka e namena cxemara Ha aktuBeH GuiaTwp (dur. 1) ¢ mpegaBarenHa QGyHKIHUSL

[1]:

W(p)=—1 :
1+|C, (R, +R,)-(k-1)C,R,[p+ RI|R,C,C, p* |
g2.8,k ’

- 818> +[C1(g1 +g2)—(k—1)C2g1]p+C1C2p2

1 1
KBIETO g =—, g, = —.

Rl RZ

=t TLD‘L_O
Ull CIT _ iuu

& 0

®@ur. 1. AxTuBeH (I)I/I.Hl:’bp

[TosBUIMAT ce mapaMeTsp k, KOUTO € Oe3pa3MepeH 3a MOJIy9aBaHETO HA MHBA-
pUAHTH, HE € HEOOXOUMO J1a C€ OTYETEe IIPU CYMHUPAHETO, Thi KaTo HE € HEOOXO0IMMO
7la C€ OTYMTA YyBCTBUTEIHOCT 1O TO3W MapameThp. Torasa ce moixydyana
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olnw(p) C/(g,+C,p)p

dlng, Ip

5111W(p) _ [(Cl —k—l)C2 ]glp +C1C2p2 + C1g2p
dlng, I(p)

8an(p) _ _Cl(gl +g2)p+C2p2
aInC, I(p)

olnw(p)  C,(1-k)g,p+C,p’

olnC, I(p) ’

KbACTO

l(p)= 818> +[C1(g1 +g2)—(k—1)C2gl ]p+ C1C2p2
N CbOTBETHO
olnw(p) .\ oW (p) s olnw(p) .\ olnw(p)

olng, odlng, olnC,  dInC,

4. 3BAK/IIOYEHHUE

[Ipen u3kpuBsABaIIUTE W KOPUTHpAIIN (UATPU, U3MOI3BAHU 3a peajn3upaHe Ha
JMHEHHU Ollepaliy Ha CMECTAa CUTHAJI-IIYM C L€ IPU HEM3MEHHA CPEIHA MOIIHOCT
Ha CUTHaja Ha BXOJHHUS KOMYHHKAllMOHEH KaHaJl Jja CE YBEJIMYM OTHOLIEHHUETO CHUT-
HaJ-IIyM Ha BXOJla Ha MPUEMHUKA, MPEJCTABIsABAT MUHUMAIHO-(Pa30BU MacCUBHU U
AKTUBHU YETUPUIOJIOCHULIM. AHAIN3BT HA MMApaMETPUYHATA YYBCTBUTEIHOCT Ha Ta-
KuBa (UIATPHU, OCOOCHO MPHU peanu3alus Ha aallTUBHO MPEIU3KPUBSIBAHE IO OTHO-
[IEHWE HAa U3MEHsIIaTa C€ aKTUBHOCT HAa KaHAJIA U3WUCKBA OINpPEIEISHE HA PAa3IUYHU
OTrpaHUYEeHUS U B3aUMHH BPB3KH MEXAY PYHKIMUTE HA UyBCTBUTENHOCTTA. Onpene-
JSTHETO HAa MHBApUAHTUTE HAa YYBCTBUTEIHOCTTA HA TaKUBa (PUITPU ca OT U3KIIOYU-
TEJHA aKTyaJHOCT, 3all0TO MOKAa3BaT OIPAaHUYEHUATA 3a HE3aBUCHUMO M3MEHEHHUE Ha
GyHKIIUUTE HAa YYBCTBUTEITHOCT MPU CHHTE3a HAa HUCKOUYBCTBUTEJIHU ONTUMATHU
¢buntpu u obliekuaBaT aHaJIM3a Ha TAXHATA YyBCTBUTEIHOCT.
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Abstract. This paper presents two of doctor’s Royal Remand Rife discoveries: 1) Universal hetero-
dyne UV optical microscope, which gives 60 000X magnifications. This device enables its user
to find so called. Mortal Oscillatory Rate (MOR) for a wide spectrum of pathogen mycroorga-
nisms,; 2) The Rife Beam Ray (RBR) — a device for electromagnetic therapy.

Knrwouoseu oymu: onmuxa, MUKpOCKON, PE30HAHC, AMAAUMYOHA MOOVIAYUs, NAMOSEHHU MUKPOOD-
eanusmu, yecmomu Ha 0-p Paiig.

1. YBOJ

YoBemKOTO OKO € €CTeCTBEHa OINTUYECKa CHUCTEeMa, KOSATO CE XapaKTepu3upa ¢
onpejerneHa pas3aeiauTesiHa cnocoOHocT d=0,176 mm OT pa3cTOsiHUE Ha Hal-700po
BokAaHe — 250 mm [1, 3, 8]. PasMepute Ha MUKpOOPraHU3MHUTE, TOJISIMA YacT OT pac-
TUTEJIIHUTE U KUBOTUHCKHU KJIETKH, MAJIKUTE KPUCTAJH, NETANINTE OT MUKPOCTPYKTY-
paTa Ha KpUCTAJIUTE U CIUIaBUTE U T.H., Ca 3HAYUTEITHO MO-MaJIKU OT Ta3u CTOWHOCT.

3a HAOJIIOICHUETO U U3YYaBaHETO Ha MOJAOOHU MaJIKKM OOEKTH ca Ch3/1aJIeHU MUK-
POCKOTITE OT pa3JIMyeH THI: ONTHYCH — Ha OJM3KOTO MoJje, KoH(okaieH, 1BypoTo-
HEH JIa3epeH; eNEeKTPOHEH — MPOCBETBAIll, PACTEPEH; CKAaHUPAIL[ €JIEKTPOHEH — aTOM-
HO-CUJIOB, TYHEJIEH; PEHTT€HOB MUKPOCKOIl — OTPa)KaTeJIeH, MPOEKIIMOHEH, JIa3€PEH;
nudepeHuaneH HHTepPepeHuyHO KOHTPACTEH MUKPOCKOIL.

o cpenara Ha XX Bek ce pabOTU caMO C BUAMMO — ONTHYHO, U3J'bYBAHE B JIUa-
na3zoHa 400-700nm u 6i1u3kara UV obnacr.

2. OIITUYEH MUKPOCKOII

OCHOBHO TIPEIMMCTBO Ha ONTHUYHHS MHUKPOCKOII €, Ye Tpe3 CHCTeMara OT JICHIH
MIpEeMUHABa BUIMMAa CBETJIMHA U J]aBa yBeIWYeH 00pa3. Taka morat aa ce HaOmo1a-
BaT HEBUIMMH C TIPOCTO OKO MAJIKA OOEKTH.

OnTryeckara 4aCT Ha MUKPOCKOIIA BKITIOYBA ooexmue u okysp [1, 2]. Ilpu pado-
Ta C HETO CBETJIMHATA T1aJia BHPXY OIJIeano, OTpa3siBa ce U MpEeMHUHABAWKH Mpe3 KOH-
JICH30D, C€ KOHIIEHTpUpa BbpXy oOpazena (1), hukcupan BbpXy NpeaMeTHATa MacHU-
ka. OOeKTUBBT JjaBa yBeJIWYEH JACHCTBUTENIECH 00pa3 (2), KOUTO ce HaOIroaBa ¢ OKO
npe3 OKyJsipa, MOAPEeH B ONTHYHATA CHCTEMa KaTo JyIa HEeMOCpeICTBEHO — 00pa3

(3) — dwur. 1.
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nome  swns OT riegHa ToYKa Ha TE€OMETPUYHATA ONTHKA, TMOJIXO-

JsIa KOMOWHAIMA OOEKTUB-OKYJSp OW Morja jaa aajie
HEOTPAaHUYCHO YBEJIIMYCHHE, HO — Ha MPAaKTHKAa — YBEIIH-
YECHUETO Ha MHUKPOCKOIIA CE€ MOJIy4aBa KaTo MPOU3BEICHUE
OT YBEJIUYCHUATA HAa OOEKTHBA M OKYJIsIpa, ChOTBETHO

FOCAL POINT

(REAL MAGNIFIED
IMAGE)

V=W W (1)

W\ Bcesiko ot Tax ce npecMmsiTa o ¢popmyiara:

VIRTUAL

S R i W= f/(a-f), (2)
N %

—————

KBJETO f € OKYCHOTO pa3CTOsIHME HAa ChOTBETHATA JIEIIa,
®ur. 1: Orrruen muxpockor: @ € PA3CTOSHUETO OT 00EKTa 10 paBHUHATA HA JIeLaTa.

(1) — 0BeKT; MaKCHMaJIHOTO yBEJIMYEHHE 332 KOMOMHALUATA 00EK-

(2) — obpas ot obexktuBa  THB-OKYJAp € 10 x 100, koeto maBa oxonuaTtenno 1000x

(3) - szpiﬁ OT OKYJISIpa; 3a JKBJITA CBETJIMHA (CBETIMHA, pa3JeluTelIHaTa Croco0-
4) — oxko.

HOCT Ha kosiTo € okono 0,2 pum). Ilpu m3non3Bane Ha
ceerinHa oT UV-o6nactra yBennuenuetro moxe na gocturae 2000-3000x (pasnenu-
tenHa crocodHocT 0,1 um). B Gaktepuonorusita ce M3MoJ3Ba MoJIE3HO YBEIUYEHUE
900x (obextuB — 90x, okymsip — 10x). Ha mpaktuka ce npuema, 4ye pas3ieiauTeHaTa
CIIOCOOHOCT € paBHA Ha MOJIOBUHATA JBbJDKMHA HA BbJIHATA HA M3IOJI3BaHATa 3a HAO-
JOJIEHUE CBETIIMHA.

3a u3ydaBaHe Ha OOEKTH, MMO-MAJKU OT MOCOYEHHUTE, CE€ U3MOJ3BAT MUKPOCKOIIH,
paboTemy ¢ OTpa3eHa CBETIMHA, KaTo 3a LedTa ce MoA0MpaT KOHAEH30pU Ha ThMHO
moJie ¢ mapaboauvHa Wiv Kapauonaaa popma.

OcBeTsiBaHETO HAa OOpa3IHUTE € BaXKHO 3a MOJy4yaBaHE HAa BHCOKOKAYECTBEHH
n3zo0paxenust B Mukpockonusara. Asryct Kenep npe3 1893 roauna paszpabotBa me-
TOJI 32 OCBETSIBaHE, IPU KOWTO BbpPXY 0Opa3a Ha 00eKTa Beue He ce Hacjaarsa 0opazbT
Ha OCBETsBAIlATA JIaMIIa C HaxXexkaema »xkuuka. [Ipe3 1953 roguna ®@pun Llepauk no-
nydyaBa HobGenoBa Harpaza 3a pa3paboTeHUsl OT HEro MeTo/ Ha (pa30BUs KOHTPACT, C
MOMOILTa Ha KOMTO MoraT Jia ce HaOJ0jaBaT U Npo3payHu 00ekTu. To3u MeTo] OTC-
TpaHsiBa HY>KJaTa OT MPEABAPUTEIIHO OIBETABAHE HA JKUBUTE KIJIETKH, HEIIO, KOETO
OOMKHOBEHO ' yMbPTBSBA.

3a na ce paszbepe MpUUMHATA 32 OTPAHUYEHUSATA, HAIO)KEHH OT MPUPOJATa BHPXY
ONTUYHUTE MUKPOCKOIH, Ja pa3rieraMe npooeMuTe, OCTABSIIM MIPeIes Ha MoJie3-
HOTO YBEJIUYECHHE.

2.1. ®paynxodpepoBa 1udppakuus

3apanu nudpakIMOHHUTE SIBIICHUSI B ONTUYHUTE TPUOOPH TOUKOB OOEKT, HAOIIO-
JlaBaH 4pe3 eAMHUYHA JBOMHO M3IbKHANA JIellla, HE € TOYKa, a CUCTeMa OT KOHIEHT-
PUYHHU CBETJIM U ThbMHHU NPBCTEHH, CHIVIACHO NMpUHLIMNNTE HAa XioireHnc-Openen —

¢ur. 2.
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®@ur. 2. Cereria Touka, Ha0JII01aBaHa IIpe3 OOEKTUBU C HyleBa chepudHa abepaius U pa3inyHa
YHCIIOBa arnepTypa A=nsini — BISIBO € /IBa BTH MO-TOJIsIMA ariepTypa OT Ta3H Ha JSICHOTO.
MHTEeH3UBHOCTTA HA [IEHTPATHUS MAKCUMYM € MpUOIH3UTENHO 85% OT CyMapHaTa MHTEH3UBHOCT
Ha BCUYKH OCTaHAJIM YacTH Ha n3o0paxenunero. CHuMka: ”’KBaHT”.

Ako HaOmomaBaMe HE €IMH, a JIBa TOYKOBH O0EKTa, BCEKH OT TeXHUTE o0Opasw,
nopaan PpaynxodepoBara AUPPAKIM, TPEACTaBIABA CUCTEMa OT KOHUEHTPUYHH
THMHH U CBETIHU NPBHCTEHH. — ur. 3.

®@ur. 3. N300paxenue Ha Tpyna TOYKOBU U3TOYHUIIN: | U 2 ca Ha pa3CTOsSHUE, 3HAYUTEITHO
no-rossiMo ot d = 0,61A/(n sini); 3 u 4 — Ha pascrosiHue d/2;
5 u 6 — Ha pa3CcTOsHUE, 3HAYUTEITHO MO-MaNKO OT d/2. CHumKa: «KBaHT»

AKO pa3CTOSTHUETO d MEXIy OOEKTUTE CTaHe JOCTaThYHO MAJIKO, 00Opa3uTe UM
1€ 3aM0YHAT J]a Ce MPUITOKpUBAT. ToBa 03HavaBa, Y€ BbpPXY MOCTABEHUS 32 HaOIIO-
JeHue oOpaszell He BCEKH JBE CaMOCTOATENHO CBETEIIM TOYKH Ille MOrar ga Obaar
HAO0JII01aBaHU OTJENHO €HAa OT Jpyra, 3all0TO CBETJIUTE LIEHTPOBETE HA TEXHUTE
dpaynxodepoBu o0pasu 1€ ce MPUIMOKPUBAT 3a0€JICKUMO.

B onTukara, 3a pa3aeneHue Ha U300paKeHUATA, C€ U3I0JI3Ba KpuTepuid Ha Peneit,
KOTaToO IbPBUAT THbMEH MPBCTEH HA €JHOTO ChBHAJA ChC CBETJIMS LIEHTHP HA APYro-
TO:

4 0,614

nsini

3)

KBJCTO d € MUHHUMAJIHOTO BH3MOXKHO 32 HaOJIOJaBaHE Pa3CTOSHUE MEKIY JBaTa
oOekTa (pa3zenuTesHa COCOOHOCT), A € Ab/DKMHATAa HAa BhIHATAa Ha W3IMOJI3BaHATA
CBETJIMHA, /1 € OTHOCHTEIHHUAT IOKa3aTeJl Ha MPEUyBaHe MEX/Iy cpeaTa, B KOsATO ca
0oOEKTHTE U JIeIIaTa, a i € allepTyPEH bI'bJ Ha ONTHYHATA CHCTEMA 3a HAOJII0ICHUE.
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[TpousBenenneTo A=nsini ce Hapu4a yuUCI08a anepmypa U T ONpenems pa3aeiu-
TeJTHATa CUJIa Ha MUKPOCKOIIA.

Kputepusar na Peneii, cerimacHo ¢ Teopusara Ha AGOe 3a MHUKpOCKOIA, € MPUIIO-
UM KaKTO 32 OCBETSBaHU OOCKTH, TaKa M 32 CAMOCBETEIIN. 3aMECTBAHKHA CHOTBETC-
TBYBAIIUTE CTOMHOCTH 3a A, n | i, ypaBHeHue (3) J1aBa MUHUMAajHa CTOMHOCT 3a d
okoso 0,2 pum, KakTo O€ CIIOMEHATO MO-Tope, KOSITO CTOMHOCT € Ha MOPSIbK IO-
rojsiMa OT CpenHusi paauyc Ha Bupycute. Te3u 0,2 MEUKpOHa ca pasaenuTesaHa CIo-
coOHOCT, TIoJTydeHa 0e3 Ja ce OT4eTar APYruTe, BIOIIaBallld KadyecTBaTta Ha ONTHY-
HUS ypea epexTH.

2.2. AGepanuy Ha ONTUYHUTE CUCTEMU

Abepanivs Ha ONTHYECKa CUCTEMa Hapu4yaMe BCSKO HapyllaBaHe Ha nodobuemo
Mexay o0eKkTa u HaOIIAaBaHOTO M300pakeHHe, TbJKAIIA C€ Ha OTKJIOHEHHUETO Ha
JBbUNTE OT OHOBA HANpaBJEHHE, KOETO OMXa UMANU B udeaIHa ONTHYECKA CHCTEMA.
AOepanuute BOAAT JI0 TOBa, Y€ 00pa3bT Ha TOYKa € pasMmuTa Gurypa (gueypa na
pascelisaremo), KOETO BIIMsAE Ha KOHTPACTa U PSA3KOCTTA HA N300paKEHHUETO, a OTTaM
¥ Ha JIUIcaTa Ha mojooue.

AbepanuuTe B e1Ha ONTHYHA CHCTEMa MOTaT Jia Ce Pa3/IelsiT OCHOBHO Ha J[BA BU-
na: 1) Chepuunn abeparuu — KOMa, aCTUTMATU3bM, TUCTOPCHUS, KPUBHHA HA TOJIETO
Ha oOpaza u 2) XpoMmarudHa abeparus.

Cdepuunure abepanuy ca reOMETPUYHU HapyIIEHUs, MpU KOUTO 0Opa3bT Ha
TOYKa MOe Ja € nedopMupaH, 1a UMa CBEeTellla OMaillika, 1a ce HaOIroAaBaT aBa 00-
pas3a eMH 3a]1 APYT U T.H.

XpomatuyHara abepanus ce AbJDKH Ha AUCIIEPCUSTa HA CBETIMHATA, KOATO B OII-
TUYECKUTE KaTaJO3U Ce OTpa3siBa 4Upe3 Koeguuyuenm Ha OUCHEpcUs VIA YUCI0 HA
Aooe:

U—f ) (4)

KBACTO 7p CE OTHACS 3a MOKa3aTess Ha MpedynBaHe Ha TuHuATa 589,3 nm npu ne —
3a IuHunTe 486,1 nm u 656,3 nm cHbOTBETHO.
[NonsmMaTa cToMHOCT Ha YncioTo Ha AGOe TOBOPH 3a BEIIECTBO C MaJiKa JIUCIIEp-
CHsl M 00paTHO — Hanpumep, GIyopuTsT UMa L = 95, a TeXKHUTE cThKIa — L = 20.
®oKyCHOTO pa3CcTOsSHUE Ha JiemaTa, OT CBOSI CTpaHa, ce OIpeness OT ChbOTHOIIIe-
HUETO:

1 11
—=(N-1)(—-— 5
T ( )(R1 Rz) (5)

KbJAETO N € OTHOCUTEIHHAT MOKa3aTesl Ha MpedynBaHe, a R; u R, ca pagnycure Ha
MpeaHaTa U 3aJHa ceprudHU MOBHLPXHOCTH Ha Jiemara. B chIoTo Bpeme, yBeInyu-
TenHaTa cwia D Ha ONTHYHATA CHCTEMa 3aBUCU OT (DOKYCHOTO W pa3CTOsTHUE f 1O
dbopmynara:
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Koraro npe3 ontuyHaTa cucteMa ce MpoIrycka 0sijia CBETJIMHA, Pa3TMIHUTE CIICK-
TpaJIHU KOMIIOHEHTH (IBJDKMHU HA BBIIHATA) II€ UMAT Pa3IndHO 3aHO (HOKYCHO pas-
cTosiHUe. Taka Bb3HHUKBA HAONBIHCHA XpoMamudHa abepayus — Aaxke 3a Mapakcua-
HUTE JTbYU CHIICCTBYBA IMOCIIEAOBATEIIHOCT OT (DOKYCH, OTTOBApSIIH 32 Pa3TUIHUTE
IBJDKMHHA Ha BBJIHATA, PA3MOJOKEHU HAIHKHO BBPXY ONTHYHATA OC, IO JABJDKHHA
Ha oTpsizbka VR(BHoOJeT-uepBeHO). B ChOTBETCTBUE C Ka3aHOTO MO-TOpEe , TOYKA OT
ocTa ce n300pa3saBa KaTo LIBETHU KPbIueTa, HapeJACHU €IHO 33l APYTo, aKo CE MPOEK-
TUpAT Ha €KpaH, KaTo Hai-OJIM3KOTO JI0 ONTUYHHS [IEHTHP — U Hal-MaJIKO — ChOTBET-
HO, € BUOJIETOBOTO, a Hal-1aJIed U HAU-TOJIIMO — YEPBEHOTO.

3a ;a ce OTCTpaHW XpoMmaTHyHaTa abepamus, ce KOHCTPyHpaT KOMOMHHUpAHU Jie-
Iy — QyONeTH axpomamu Vi TPUCIEMEHTHH anoxpomamu. J|ByelIeMEeHTHUAT axpo-
MaT Ce ChCTOM OT JIBOMKa JISIIN — ChOMpaTEIHa U pa3celiBaiia, n3paboTeHH ChOTBET-
HO OT KpoHrjiac (OOMKHOBEHO, KaJlMeBO MM 0apHeBO CTHKIIO C MAIBK MOKa3aTen Ha
npeuynBaHe) U QIUHTTIAC (OJIOBHO CTHKIIO C TOJISIM TIOKa3aTes Ha mpedymnBane). Ko-
peKIusATa HAa XpoMaTHyHaTa abepalis cTaBa 3a CMETKa Ha KOPEKIIUATA Ha JUCTICPCH-
ATa OT Pa3IMYHUTE BUJIOBE CTHKIIA.

Ha npakrtuka, obave, mpu amoxpomaTute B €IuH 001 (OKyc ce chOupaT caMo
CHUHHTE W XBJITHUTE JIBYUHU, IOKATO YEPBEHUTE ce (OKyCHpaT IMO-Jajied — ImojydaBa ce
T.Hap. ocmamuvuen (emopuyen) xpomamusovm. 3a 1a 6b1ae AedeKxTa HAMBIHO OTCT-
paHeH, eHaTa Jierna Ha qyoJera TpsOBa 1a ce u3paboTH OT MO-CIIeHAICH MaTeprua
— 1a e GIyopuTeH WM JIAaHTAaHOB €JIEMEHT, WJIU Ja ce JOOaBH TpeTa Jielia, OTCTPaHs-
Ballla OCTAThUHHUS XPOMATU3bM Ha IBPBUTE JBE. Y CHBBPIICHCTBAHUTE MO TO3H Ha-
YUH 0OCKTHBU CE€ HApHUAT ANOXPOMAMU.

3. EJIEKTPOHEH MUKPOCKOII

[losiBaTa Ha €JIIEKTPOHHUS MUKPOCKOII CTaBa Bb3MOKHO CJIE]I LIsJIa IOPEINLIA OTK-
putus B obnactra Ha usnkarta B kpas Ha XIX u Hayanoro Ha XX Bek. ToBa ca OTK-
putueTo Ha enekrpoHa otT Jx. TomchH npe3 1897 r. u eKCIEpUMEHTAITHOTO OTKpH-
THE€ Ha BBJIHOBHUTE My cBoiicTBa mnpe3 1926 r. ot [leiiBucheH u J»epmep, KOETo MoT-
BbpXKJaBa Mpejuioxkenara npe3 1924 r. or ge bpoitn xumoresa 3a KOPIYCKYJISPHO-
BBJIIHOBUS JIyaJlu3bM Ha BCHUKM BUAOBe Martepus. IIpe3 1926r. nemckusr ¢usuk I
By ck3naBa mppBaTa MarHuTHa Jielia, ¢ MOMOIITa Ha KOSITO MOTaT Aa ce oKycupar
€JIEKTPOHHU CHOIOBE, KOETO € MPEANOCTaBKa 32 KOHCTPYHPAaHE HA MBbPBHS €IEKTPO-
HeH MuKpockor 1pe3 1931-1932 r. ot P. Pyren6epr, M. Kunon u 'b. Pycka.

OnrTrnueckata cucTemMa Ha €JIEKTPOHHUS MUKPOCKOII BMECTO OT CTHKJIEHH, € ChC-
TaB€Ha OT MAarHWTHH JICILIA, KOUTO CE€ IPOHMU3BAT HE OT BUAMMA i UV cBeTIMHA, OT
€JIEKTPOHHU CHONIOBE C EHEPTUU JI0 HAKOJIKO Mel M yCKOpsIBaIllO HANPEKEHUE — HS-
KoiKko MV B ycnoBusiTa Ha ABJIOOK BakyyM. PaznenuTenHara crnocoOHOCT Ha €JIeKT-
POHHHUTE MUKPOCKOIH HaJBUIIaBaT Ta3u Ha ontuuyHuTe oT 1 000 — 10 000 nbTH M 32
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Haii-106pUTe CHBPEMEHHH eIeKTPOHHHM MUKpockomu goctura 10 107 m u mo-manko,
a YBETHYCHUETO € oT mopsiabka Ha 10° x [3, 4, 5]. TomsIMOTO YBEIHUYEHHE B TO3H THIL
MHUKpPOCKOIHU C€ J0CTUra OjarojapeHue Ha M3KIIOUMTETHO MallkaTa JIbJDKMHA Ha
BBJIHATA HA J¢ Bpoiin 3a enekTponnTe — mo-maika ot 107 m.

OcHoBeH Mpo0JieM, KOWTO ce€ MOSIBIBA B MUKPOCKOMHMSATA, € KaK J]a C€ HaIlpaBAT
MaJIKUTE 0OCKTH BUAMMHU. 3a IeTa Ce mpuiiaraT HIKOJIKO TEXHOJOTHUU — OI[BETSBAHE
C MHHEpaJIHU OOW, C METAJIHMU MapH, TEpMHUYHA 00pabOTKa, XMMHYHO TPETHPAHE C
ompeseeH! peareHTH. B mpakTudyeckara 6akTepruoIOTHs Hall-pa3mpOCTPAHCHUSIT Me-
ToA 3a (pukcanusa Ha mpobaTa € upe3 TepMUIHa 00padOTKa C ropenka — rpy0d MeTo,
KOHTO chXpaHsiBa MOp(OJIOTHUATa U CBBP3BAHETO HA OakTepusiTa ¢ OLBETUTENS. 3a
CBETO-ONTUYECKATa MUKPOCKOIHS C€ M3MOJI3Ba (HOPMAIMH, CIUPT, TIyTapaIexXusl,
teuHocT Ha KapHya, arieToH, mapu Ha ocMreBaTa KUCEINHA U JIP.

3a cbKajeHue, BCHUKU M30pOEHU TEXHUKH 33 BU3yallu3alusi, IPUIOKEHH BbPXY
MUKPOOPraHU3MHU — KJIETKH, OAKTEpUU U BUPYCHU — OE3KOMIIPOMUCHO I'M YMbPTBSBAT.

Kazano Hakpatko, ako uckame Ja HabJto/1aBaMe U M3yyaBaMe KUBU MUKpPOOpra-
HU3MH, pa0OTUM C OOMKHOBEH ONTHYeH MUKpocKom [7]. Ho MUHMMaTHUST pa3mep Ha
00EKTHUTE € OrpaHUYeH — J1a ca He mo-Manku oT 0,1 um.

Ot npyra cTtpaHa, pa3aMepbT HAa BUpyca Ha TIOTIOHEBaTa Mo3aiika € ~ (0,28 um B
nbkuHa ¥ 0,015 pm B nuameTrsp. [[peOHUTE BUPpYCH — HA MOJIMOMHUENUTA, HA XKbJI-
Tara Tpecka u Jip. — ca ¢ nuamersp ~ 0,020-0,025 pm. ToBa e gocTa moj MUHUMAI-
HaTa pa3feUTeNIHa CTOCOOHOCT HA OOMKHOBEHUTE ONTUYHH MUKPOCKOTIH.

EnexTpoHHHTE MUKPOCKONM HMMAT JOCTAThYHO TOJSIMO yBenwdeHue. Ho >xuBm
KJIETKH, TIOCTAaBeHH BHB BaKyyM, HEM30EXKHO ce nexuapatupar u ymupar. Ot apyra
CTpaHa, CPe30BETE Ha KIETKUTE, OATOTBAHU 32 HAOIO/IEHUE C €JIEKTPOHEH MUKPOC-
KOII, TPsIOBa /1a cCa MHOTO THHKH, MOPAAHN KOETO €JICKTPOHUTE MUHABAT MPE3 MaTEPH-
ana 0e3 MpOMEHH, a TOBa JIOBEXJIa 10 cliiBaHe Ha oOpasa ¢ ona. 3a aa ce u3berHe
TO3U MpobIieM, BbpXY IpodaTta ce MpaBu MOKPUTUE C METAIHU Mapu, KOUTO J1a 1aaT
CsIHKa U J1a 0(pOpMSAT HIKAaKbB BUAUM 00pa3. To3u oOpa3s e cuB, 6€3 HUKaKBH 1IBETOBE,
a TOBa MK BOJU A0 apTedakT — 3aryda WiIM HU3KPUBABAHE HIKOM KOMIIOHEHTH Ha
npobara.

Nwma 1u usxoxn?

4. YHUBEPCAJIEH YJITPABHOJIETOB XETEPOAUHEH OIITUYEH
MUKPOCKOII HA JI-P POsSAJI PEUMBH/I PAU®

Posin Peitmban Paiid e Gnectsmy yueH, ch3fal U pa3BUII TEXHOJIOTUH, KOUTO U JI0
JHEC BCE Ol C€ M3MOJI3BAT B pa3IM4HU 00JaCTH Ha ONTHKATA, CIEKTPOHHUKATa, pa-
IUOXUMHUSTS, OMoXumusiTa, banucrtukara, apuanusra. Paid, gaktuuecku, € pogoHa-
YaJIHUK Ha OMOENEeKTPOHHATa MEIUIIMHA. 32 KOHKPETHU M300pETeHUsI U HAyYHU J10C-
Tiwkenus Paiid nomydyaBa moyetHoTo 3BaHue Doctorate by the University of Heidel-
berg. B Teuenue Ha noutu 66-Te roauHu, kouto Paiid nmoceemaBa Ha TPOEKTUPAHETO
U Ch3J]aBAaHETO HA YHUKAJIHA MEIUIMHCKHU NMPUOOPU U MHCTPYMEHTH, TOM paboTH 3a
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TakaBa M3BecTHa Kopnopauus kato Laic (Zeiss Optics), kakto u 3a [IpaBuTencTBoTo
Ha Cweaunenute IlaTu.

[lenusT »KUBOT HA TO3U CKPOMEH M TPYAOIIOOUB 4O-
BEK € MOCBETEH Ha ThPCEHE JICYEHUETO Ha HAN-TEKKUTE
3a00151BaHMs Ha YOBEKa — TyOepKyJjo3aTa, aHTpakca, pa-
ka. M3cneaBanusaTa Ha TO3M CKPOMEH, HO TPYI0JIIOOUB
YOBEK, MOKEM J1a FpyIIMpamMe B ABE HAIIPABJICHUS:

1) Cp3naBa Ha YHUBEpCAJIEH XETEPOJIMUHEH YJITPaBH-
0JIETOB ONTHUYEH MHUKPOCKOI, KOWTO JaBa YBEIMYECHHE
Hag 60 000 X, c K0eTO HEKOJKOKPAaTHO HAJ/IBUIIIABA MAK-
: CUMAJIHOTO 32 OOMKHOBEH ONTUYEH MUKPOCKOII.

Posn Peiimvno Paiigh 2) Konctpyupa u npuiara B mequnuaara Rife Beam

(1888-1971) Ray (RBR) (U3npuBaren Ha Paiid) — mpubop 3a enexr-
pOMarHMTHa Tepamnus, paboTell] Ha PE30HAHCEH MPUHIUIL. Y PeIbT MPOoU3Bekaa IIu-
POK CHEKTBHP CHEUU(PUYHU 32 BCEKU TUIl MATOT€HEH MUKPOOPraHU3bM PE30HAHCHU
tepaneBTUYHU yectoTn — Mortal Oscillatory Rate (MOR).

ChbriacHo AoKJajaa, IpeAcTaBeH B KypHala Ha Muctutyra @paHkiuH [6], MUK-
pockorbT Ha Post Paiid nasa yBenuuenune 60000 X. OKynspbT HA TO3UM HHCTPYMEHT
¢ OMHOKBJI, HO MO-HAJ0Iy BbpPXY CTaTHMBa € MOHTHUPAH U MOHOKYJSPEH CETMEHT C
yBennuenue 1800X.

MuxkpockonsT Ha a-p Paiid [8, 9, 10, 11] uma aBe chlecTBEHN XapaKTEPUCTHKH,
KOUTO 00EIUHSABAT CaMO MPEIMMCTBATa Ha pas3riieJaHUTEe MO-Tope CPOJAHM arapaTu:

— Pabotu chc cBeTMHA — TOBA O3HA4YaBa, Y€ MUKPOOPTaHU3MUTE — OAKTEPUU U
BHUPYCHU — HE C€ YMBPTBSIBAT 110 HUKAKbB HAYHMH 110 BpeMe Ha HaOIIOCHUETO;

— JlaBa yBenudeHue OJIM30 10 CTOMHOCTHTE HA €EKTPOHHUTE MUKPOCKOIHU — T.€.,
MOJKe J1a Aajie 00pa3u Ha KUBHU BUPYCH, TPUUUHUTENN Ha pelniia 3a001sIBaHus.

Kak Paii¢ cbueraBa camo mpeauMmcTBaTa Ha JBaTa BUJAa MUKPOCKOIMHS — OMNTH-
yeckara u enekTpoHHaTa? Kak, kato ce U3moJi3Ba CBETJIMHA B MUKPOCKOINA, C€ U304r-
BaT ChIIBTCTBYBAIIMTE ONTUKATA qudpakius 1 adepaluu, Ta J1a ce IoJiydaBa TOJIKOBa
roJisiMO yBelnueHue?

CeeTiiMHATa OT ABroBa KUBayHa jamna — Gur. 4 — npe3 KoJIMMHUPAIIOTO YCTPOiic-
TBO (5) ce HacouBa KbM CHCTEMA KJIMHOBHJIHU Ipu3Mu Ha Paiiciu (6). Te3u npusmu
JaBaT CIEKTPATHO BETPHUJIO B LU BUIUM M B LIIMPOK YJTPABHOJIETOB JHAana3oH.
Huadparma (7) ¢ IpOMEHIMBO MO JUAMEThp KPBIJIO OTBEPCTHE OTIENS UM HAacOYBa
TECeH MOHOXPOMATHYEH CBETIMHEH CHOIl Tpe3 chOmparenHa jema (8), KOATO To
CTECHSIBA JOMBJIHUTEIHO B MHTEH3MBHO CBETJIO METHO MOJ oOpasera, pasnoyioKeH
BBPXY KBaplOBa IUIACTUHKA HAa MPEIMETHOTO croide (9) Ha MUKpockoma. Mexay
oOekTrBa U OKyssApa (12) cBeTnMHATa MpeMHHABA IMpe3 HIAKOJIKO MPU3MEHU OJoKa,
U3pa00TEHH OT YUCT KBapIl, MEXKy KOUTO ca ohopMeHHU YeTupu Ha Opoii chepudyHu
BB3IYIIHU JIeUu — (ur. 5.
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4.1. YcrpoiicTBo U padoTa Ha MUKpockona Ha a-p P. P. Paii¢
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®@ur. 4. YcrpoiicTBo Ha Mukpockona Ha Paiid: OcBersiBama cucrema — (1) mo (4);
MOHOXpOMaTop — nmpu3mMu Ha Paticiu (6); mukpockon — (9) mo (12).

A

@ur. 5. JIpueBa guarpama, mosiCHsABaIA ACHCTBUETO HA €MH OT JBaTa MPU3MEHH 0JI0Ka,
Pa3MoNIOKEHH MEX Ty OOEKTHBA U OKYJIspa Ha MUKpocKora Ha Paiid

MuxkpooOexktuBbT (10) neficTBa kKaTo 0OEKTHB Ha 0OMYAaeH MHKPOCKOII, HO CXO-
JIMMOCTTA HA CHOIIA 3aj] Hero ¢ camo 1° ¥ mo-Majko 3apaiy CHeLMaaHus Moadop Ha
JIeIIMTE B HETO — C HaMaJssiBalla onTuuHa cuia. [lopaau ToBa, mpeuynBaHeTo Ha Ibp-
BaTa MpU3MEHa CTeHa c1abo BIMsIEC HA CTENEHTA Ha CXOANUMOCT.

B VuuBepcagHus MUKPOCKOII ca MOCTUTHATH 1Ba OCHOBHU €(eKTa, KOUTO MO3BO-
nsBat royaMoto ysenuueHue — 60 000X, mocTUrHaTo 1no ONTHYEH MbT — 1) KOpeKIus
AuQpakIysaTa Ha CBETIMHATA; 2) KOopeKuus Ha chepuunute adepaunu; 3) u30sreaHe
Ha XpoMaTuyHaTa abepanusi.

Paii u36srBa orpannyenusTa, Hajnaranu ot Audpakuusta Ha Opaynxodep, Kato
YMEJIO IpUjlara NPUMHOMIA 32 00pPaTHMOCT HA CBETJIMHHUTE JbYH, TOCPEICTBOM
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o6exTuB (10) u oxkyssip (12), aHaTIOTMYHH TIO YCTPOMCTBO, HO MTPOTHUBOIOJIOKHO OPH-
entupanu. OcrarpuHata OpayHxodepoBa AUPpaKkus OT Pa3XxOJUMOCTTa Ha CBET-
JIMHHUS CHOMl B 00EKTHBA, HAITBJIHO C€ KOMIIEHCHpPA OT OKYJIsipa U OCTaBa CaMO OpH-
rMHAJHATA KapTUHA Ha ICHUS 00pa3 Ha oOekTa. OT apyra cTpaHa, Bb3AYIIHUTE JICIIH,
o(OpMEHHU OT BCEKH JIB€ MPOTHUBOMOJOXHO OPUEHTHPAHU C(HEpUYHU TOBBPXHOCTH
MEXIy CTBKIECHUTE MPU3MHU B3aMMHO H3KIIOYaT eeKTuTe, CBhp3anu ¢ Ppaynxode-
poBata qudpakiys, Thi KaTo pa3CTOSTHUETO MEXTy IMOCIeIHATa CTeHA HA TPU3MEHHUS
0JI0K U mbpBaTa cepruyHa MOBBPXHOCT Ha JICUIUTE Ha OKYJIsipa € MPaBHIIHO H30paHo.

OT onTukara € U3BECTHO, Y€ BCUUKH BUAOBE c(hepuyHM abepaiuu Ha JEHIUTe MO-
raT Ja ce u30eTHaT, ako ce paboTH caMo C MapaKCUaIHU JThUM — TAKUBA, KOUTO Ca yC-
MOpPEHHN Ha ONTUYHATA OC Ha CHUCTEMATa U C€ Pa3MpOCTPaHsIBAT MHOTO OJHM30 70 Hesl.

B muxpockona Ha n-p Paiid ToBa ce moctura Ha HAKOJKO ertana. CHONBT JbUH,
UJBaIll OT 00EKTHUBA (BISICHO — BHXK (UT. 5) MpeMHUHaBA TIPE3 MPU3MHUTE U C€ Pa3IIu-
psiBa MO TaKbB HAYMH, Y€ CAMO TECEH CHOII JJbUM JIOCTUTAT 10 OKyJisgpa. TpsioBa na ce
OTOEJIe)KH, Ue Ol MPEeau CXOMAIIMAT CHOII 337 00ekTHBa Aa chopMmupa oOpas, Toi
BJIM3a B I'bpBaTa BH3AYIIHA JiEla U C€ MPEeBpbIIA BbB Beue paszxonsi cHom. Cien
npeMUHaBaHe Mpe3 YeTUPUTE BH3AYIIHU JICIU HAa MPU3MEHHUs OJIOK, CHOII'BT OLIE Ce
pasimpsiBa , JIbYUTE, KOUTO MOTAT Jia I0BEJAT J0 Bb3HUKBaHEe Ha cpepuyHu abepa-
[IMU HaIlycKaT ONTUYHATa CUCTeMa, T.€., ACHCTBUTEIHO CamO MapaKCHUaIHH JTbYH,
UJBAIIN OT 00EKTa, JOCTUTAT OKYJIApa, U Ch3JaBaT H300pakeHuE.

B VHuBepcamuus yntpaBuoJeTOB MUKPOCKOI Ha A-p Paiid He ce HamaraT Kopek-
I[MU 32 €BEHTYyaJlHa XpOMaTU4Ha abepaius, Thil KaTO B HETO Ce M3IOJ3Ba HE Osia, a
MHOTO TfICHa MBHIIA YJITPaBUOJIETOBA CBETJIMHA, MOJyYyeHA Ype3 CHCTeMara KJIMHO-
BUJHU Npu3MHu Ha Paiiciu — ¢ur. 4, ¢ KosITO ce ocBeTsABaT HAbII0JaBaHUTE O0pa3IIH.

OT MHOroOpoiiHUTE HAOJIIOIECHUS HAJl PA3IMYHHU BHJIOBE MUKPOOPTAaHU3MH, I-P
Paiid oTtkpuBa, 4e BCEKU OT TAX MPUTEKaBa MOHE MO eHa cnenuuYHa TbIHKUHA Ha
BBJIHATA, KOSITO TM Kapa Aa ¢ayopecuupar. Ta3u crekTpaniHa dyectoTa — JyMHUHEC-
[EHTHa WK (IIyopeclieHTHAa — MMa PEe30HAHCEeH XapakTep. bJIroroAuIHUTE HU3C-
nenBaHusTa Ha O-p Paiid moBexxnar 1o ch3laBaHe Ha KaTajo3W 3a WACHTU(DULIMpaHE
Ha MUKPOOPIaHU3MHUTE I10 XapaKTepHaTa 4YecToTa Ha (hIIyopeceHIUS.

To3u moaxon pemaBa gBa OCHOBHU Ipo0OiieMa Ha KOHBEHIIMOHATHATA ONTHYHA
MUKPOCKOIUS U Ha €JIEKTPOHHATAa MUKPOCKOIHS.

Haii-nanpen — Thii Kato ce pabOTH ¢ MHOTO TSCHA CIEKTpajHa MBUIA CBETJIMHA,
XpoMaTuyHaTa adepaius ce M3KI0UBa OT mpoleca Ha HaOmoaeHue. OTnaaa u Hyx-
JaTa OT HelHaTa KOPEKIIMs, 3al0TO HE CE M3MOJ3Ba 0s1a, a YUCTO MOHOXpOMaTUYHA
CBETJIMHA. 3aTOBa B MUKpOCKoma Ha ja-p Paiid Buwxname camo eIlMHUYHU JABOMHOU3-
I'bKHAJH JICIX OT YUCT CTOMEH KBapIl.

[lo Bpeme Ha paboTa camuTe OOEKTHM CTAaBaT CBETEIM, MOPATU KOETO OTMaja
HY’KJlaTa OT OLIBETUTENH, OT APYrH BUIOBE 00paboTKa — GUKCHpaHE C XUMUKAIH U
OpraHUYHU Pa3TBOPHUTENH, 3arpsiBaHe, U3CylaBaHe u jap. T.e., YHUBEpPCAIHUAT yoT-
PABUOJIETOB MUKPOCKON J[aBa Bb3MOXKHOCT 3a HAOJIOJAEHUE C YBEIMYEHHE OT MOpsi-
IbKa Ha HSIKOJIKO JECETKH XIS MhTH Ha KMBH MUKPOOPTaHW3MHU B TIpolleca Ha
TAXHOTO HAapacTBaHe, pa3MHOKaBaHE, B3AUMOJICHCTBUE C APYTH MUKPOOOEKTH.
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Ho 75% ot obextute, kouto n-p Paiid nHabmogaBa upe3 YHUBEpPCAIHUS MUKPOC-
Kor, (ayopecuupar B yIATPaBUOJIETOBUS JIMANa30H Ha €JIEKTPOMArHUTHUS CHEKTHD,
KOETO € U3BbH 00Cera Ha YOBEIIKOTO 3peHHE. 3a MPEOI0IsIBAHETO Ha TO3U IPOoOIeM
C€ U3MO0JI3Ba yJATPABHOJIETOBA XETEPOJAMHHA MHUKPOCKONHUSA — TEXHUKA, KOSATO CE
OCHOBaBa Ha OOE€AMHSIBAaHE HA JIBE, CEUU(UYHU 32 MUKPOOpPraHU3Ma KbCOBBIHOBU
YATPABUOJIETOBA YECTOTH W MOJYy4YaBAHE HA TPETa — BEUE BBB BUJHMMUS JHAIA30H
(onec moea ce nocmuza upe3 1yMuHeCyeHmMHU eKPaHu).

4.2. IlocTHKeHUs1 HA YJITPABHOJIETOBATA XeTEePOAMHHA MUKPOCKOIIHS

Ome nmpe3 1920 r. Paiid ycnsBa 3a npbB mbT 1@ u3oiaupa u ¢pororpadupa 6axre-
puuTe, IPUYMHSBAIIM TYOEpKYyJI03a, KOUTO TJIEIaHu B MUKpocKona Ha Paiid cBerst
uzympynenoseneno, Ha E. Coli — B MaxaroHoB UBST, Ha Jienpozama — pyouHeHoUYep-
BEHH.

[To-xbcHO mpe3 1931 r. Paiid uzonmpa oire eaAMH MUKPOOPTraHU3bM, MHOTO TI0-
MaTbK OT OAKTEpPUHUTE M XapaKTePEH C HEroBOTO CHEUU(PUYHO MypIypHO-YEPBEHO
u3npuBaHe. To3u o0ekT Toit Hapuda Bupyc Cryptocides primordiales: Bacillus X —
BX. TlponechT OuBa ChIIO Taka HauiuexHO (punmupan ot Paiid m HeroBurte ChT-
pyauui. ToBa myprypHo-uepBeHO cBereHe Paiid Bmkaa mpu Bceku ciydyaill pak,
KOWTO H3CIEABA.

C TexHHKaTa Ha XeTepoAMHHAaTa MUKpockonus Paiid moctura ciegHoTo:

1) mpoBexka HaOMIOICHUS HAJ >KUBU OPraHU3MH — KUBH BUPYCH B JIBUKEHUE,
BUpPYCH, IPOMEHAIIM (hopmarta cu, 3a Ja Ce HAroAsAT KbM CpeAaTa; BUPYCH Ipeau, Mo
BpEME Ha aTaka Ha >KHMBa KJIETKa W Mpolleca Ha pa3MHOXKaBaHE U mpeoOpa3zyBaHe HA
3/1paBU KJIETKU B TYMOPHH;

2) ch3/aBa KaTaJlor ¢ UHJIUBUAYATHUTE CIIEKTPOCKOMUYHU ,,IOJINUCH HA BCUYKH
Ha0JII0/1aBaHU OT HEro MAaTOT€HHU MUKPOOPTaHU3MU, npuuruHuTenu Ha Haj S00 Buaa
3a00J1sIBAaHUS.

5. PEBOHAHCEH RIFE BEAM RAY (RBR) (U3nbuBarten Ha Paiid)

Omie mpe3 1917 r., paboTteiiku ¢ MpoTO30M U royiemu Oaktepuu, A-p Post Peii-
MbHJ Pali oTkpuBa, 4e KpaTKOTpaeH CUJICH €IEKTPUUECKH UMITYJIC TH yOUBa.

KaTto HauMH 3a OKOHYATEIHO pa3pyllaBaHe Ha OOJECTOTBOPHU MUKPOOPTaHU3MU
— OakTepun U BUpycu — A-p Paiid pazpaboTBa HOB, PEBOIOIIMOHEH METOJ, KOWTO Ce
OCHOBaBa Ha Pe30HaHCHuUAmM npuHWURn, KOWTO TON M3IMOI3BA 32 HAOIIOIEHUETO WM.
J-p Paiid npenmosara, 4e 3a BCEKH MaTOT€H CHINECTBYBA CIICM(PUIHA Y€CTOTA BbB
BHCOKOYECTOTHHS €JEKTPOMATHHTEH CHEKThP, KOSATO yBeJIMYaBa MHOTOKPATHO
aMIUIUTyJlaTa Ha cCOOCTBEHUTE UM KoJiebaHusi. ToBa BoaM 10 pa3pylliaBaHe Ha OOBUB-
Kata (MpbCKaHe, TU3UPaHE) U CMBPT Ha oOekTa [12, 13, 14, 15].

[IlacTnuBOTO OOCTOSATEICTBO €, Y€ UyBCTBUTEIHOCTTA Ha HOpMaJHa 3/ipaBa KJeT-
Ka KbM Te3U 4ecTOTH € 0K0oJi0 2000 mbTH NO-HUCKA B CPABHEHUE C YyBCTBUTEIHOCTTA
Ha MUKPOOpPTaHU3MHTE, 3apajJd YyBCTBUTENIHATA pa3iuka B pazmepute. T.e., TpeTH-
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pPaHETO Ha 3apa3eHa ThKaH ChC CleHU(PUUHATA 32 MATOTCHHUSI OPraHU3bM PE30HAHC-
Ha 4YeCTOTa, BOAM JO ISUIOCTHA CMBPT Ha MUKpOOUTE, O€3 HU Hal-MajKo 3/paBara
ThKaH Ja noctpaaa. Bnocnencreue, Paiid Hapuya Ta3u cieuuduyna 3a Bceku Ooiec-
TOTBOPEH MHUKpoopranuszbm JetanHa yectrora Mortal Oscillatory Rate (MOR)
(CMBpTOHOCHA YecTOTa HAa BUOpAIIMU — TEPATIEBTUYHHU YECTOTH).

B xoHcTpykumsTa Ha anaparypara, kosito a-p Paiid mppBoHauanHo u3nosnssa 3a
BB3JICCTBUE BHPXY MAJKHUTE OaKTEpUM W BUPYCH € BKIIOUCH PaIHOINpPEaBaTel C
MMPOMEHJIMBA HOCEIIIA YECTOTA HA U3X0J1a, KbM KOMTO, BMECTO aHTEHA, C€ CBBp3BA ra-
30B 1uoj Phanotron (razoBa Tpb0a mbiiHa ¢ xenuil). TepaneBTUYHATA BUCOKA YeC-
TOTA aMIUIUTY/THO C€ MOJYJIMPa BbPXY HOCEIIATa ayJJuOYeCTOTa, B PE3YJITAT HA KOE-
TO C€ TMOJy4yaBaT BUCOKOYECTOTHU UMITYJICH C Ha3bOeHa (hopma, clieIBaly eauH Clies
JIpYyT C ayAuOo4YecTOTa, KOUTO Ca B ChbCTOSIHUE Ja HABIA3aT U BbTpe, B opranusma. C
Taka MOJYJHMPAHOTO JIbYEHUE C€ TPETHPA BCSIKO €JHO BBHTPEIIHO 3a00JigBaHe, He3a-
BHUCHUMO JaJIA IPUUMHUTEIAT € OaKTepusi WM BUPYC.

Koraro atakyBaHWTE€ MUKPOOPIaHU3MH Ca BBPXY MPEAMETHO CTHKIJIO WJIU IO KO-
’KaTta Ha OOJIHUSA, ayuodecToTaTa He € HeoOxonuma. OcuunatopbT Ha M3mbuBaTess
RBR ce HacTpoiiBa Ha ChOTBETHATa TEPANEBTUYHA YECTOTA 3a NATOIE€HA, KOWTO L€
ce arakyBa, Phanotron — tpr6ara uznpuBa BYU u3xo01eH UMITYJIC 1 MUKPOOpPTaHU3-
MHTE OT AAJECHUS BUJI YMUPAT.

B pesynTtaTt Ha nbaru uscineBaHUS U eKcrepuMeHTu Paild ch3maBa kaTasor 3a
cnenuUIHNUTE TePANeBTUYHN YE€CTOTH 32 BCUUKU M3BECTHU IO OHOBA BPEME MUKPO-
OpraHUu3MHU.

[Ipe3 xuBoTa cu a-p Paiid ch3maBa 00110 MeT TUIA U3 TbYBATETHY MamuHu. Haii-
noOpata ot Tiax — oA Ne3 — e KOHCTpyHUpaHa U NMPOU3BE/IEHA OT PabOTEHIUAT 32 JI-p
Paii¢ wmmxenep @unmun XoiureHa, HapeueHa Pe3onancen Rife Beam Ray (RBR)
(UznbuBaten Ha Paiid), ¢ momMolira Ha KOHTO MaTOr€HHUTE MUKPOOPTaHU3MH OMBAT
aTaKyBaHU W YHWINOKaBaHU IMPEKTHO B OpraHM3Ma Ha YOBEKa. 3a Je4eOHUTE CH Tie-
nu 1-p Paiid nopu otnens Phanotron-tpp0ara oT octaHanioTo 000pyaBaHe U 5 TIOC-
taBst Ha 20-40cM OT manueHTa.

[IppBOHAYAIHO TO3UM MHCTPYMEHT € MOCPEIIHAT B MEIULMHCKUTE CPEId MHOTO
EHTycHa3upaHo. M3moi3Bad € 0T MHOIO JIEKYBAIllHA JIEKApU IO OHOBA BPEME, a MOIY-
YEHUTE PE3YJITaTU Ca HEBEPOSITHU!

B ximnukata Ha a-p Munbank /[xonceH nipe3 1934 r. ¢ momomra Ha U3abuBa-
Tea Ne 3 ce mpoBek1a KOHTPOJICH eKCTIEpUMEHT Haj 16, T.H. ,,0e3HaneKaHO” OOTHH
OT paK Xopa, MoJ| HaOJIJICHUETO HAa MEIUIIMHCKA KOMUCHS, Ha3HaUY€HA OT YHUBEp-
cuteta B IOxnHa Kanudopnus. Jleuenuero, mpoBex1aHo HaJ OOTHUTE, PEICTABIISABA
TpYU MUHYTHH Tipolieaypu Ha oorbuBaHe ¢ RBR-usnmbuBarens Ha a-p Paiid, Hactpoen
Ha TepaneBTHYHaTa 3a BX (pakoB BUpYC) yecToTa BEAHBXK Ha TpU JHU. MeExXy JiBe
MOCJIEIOBATEIHH JIbYEBU MPOLIEAYPH Ha OOJHUTE Ce€ JaBa MEepopaIHO CUPONU U 4Ya-
MOBE 3a MMPOYKMCTBAHE HA OPraHU3Ma OT OCTaThYHHUTE, IOJYYEHU OT YMbPTBEHUTE BU-
pycH, BpellHH BellecTBa. be3 TpuiHeBHATa MOYMBKA MEXKY MPOLEAYPUTE NALUECHTH-
Te ce uyBcTBanu 371e. Cien Tpu mecena 14 oT TsaX ca OWJIM U3NMHCAHU OT KOMUCHUSTA
HaOIroAaBaIy JIeKapH, pbKOBOACHH OT N-p EnBur doop, JOKTOp HA METUITMHCKUTE
HAaYKHU U MAaTOJIOTOAHATOM Ha rpynara, KaTo KIMHUYECKHU 3APaBH.
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Heocnopumara edextuBHocT 3a jieuenne ¢ RBR-u3npuBatens na a-p Paiid cb-
Oupa TpU rOJWHU IO-pAHO Ha OpraHu3upaHa oT A-p Munbank J[>KOHCHH 3HaMeHa-
TEJHA Cpellla, Ha YETUPUAECET U YeTUpUMa JIeKapH, KOUTO dyecTBar A-p Paiid, Hero-
BUSI YHUBEPCAJIEH MUKPOCKOI U 00sABSIBAT ,,Kpasi Ha BCUUKHU OosecTn’”.

B xo00a na cpewjama ousea nanpasena oemoncmpauus, pomozpagupane u
Quamupane npoueca ynuui0icasane Ha MUKPOOPZAHUIMU OM NOPA3EHU OOIHU
MbKaHu.

J-p Munbank JI>KOHCBH MO-KBbCHO ekcriepuMmentupa ¢ U3nabuBaten Ned, moau-
¢unupan ga pabotu 6€3 aMIUTUTYTHO-MOAYJIHUPAH C ayJUOYECTOTa CUTHAJI, HO ChC
3HAYUTEIIHO MO-BUCOKA U3XOJHA MOIIHOCT. TeparneBTUYHOTO NEUCTBUE HA TO3U YpEL €
3HAYUTEIHO M0-HEIBYCMHUCIIEHO M MMa IPaHULM Ha Bb3jelcTBHE B paauyc 10 300 m.

6. SAKJIIOYEHUE

[Ina3smenute ycrpoiictBa Ha A-p Paiid Obp30 craBaT jereHaapHu U 3amoyBaT jaa
ce npousBexaar ome npe3 30-te roguau Ha 20 Bek. [Ipe3 1938-39 r. ce ocHoBaBa
»Beam Rays Corporation instrument” 3a npou3BojicTBo Ha Palid-u3npuBarenu.

[IspBOHAaUATHUTE BBH3TOP3U HA MeAUIUTE, obade, Obp30 yTuxBaT u mpe3 1939 r.
IIOYTH BCUYKH JIEKAPU U YYE€HH, IIPUCHCTBAIA HA CpeliaTa, OpraHu3upaHa OCeM Io-
IUHH TO-paHo OT A-p Munbank J[>KOHCHH, oTpHuuart, uye ca no3HaBaiu Paii¢. Kakso
ce € CIay4uusio?

['onemute amepuUKaHCKU KOpPIOpAlUH BIDKIAT B paborata Ha aA-p Paiid koHKy-
pEeHIM U 3amiaxa 3a cBoute neyanou. Bepxy Paiid u HeroBute chTpyaHHUIM 3amou-
BaT aTaku Ha BCSAKO HUBO. TpuyM(bT U Ha3ApaBULIUTE TPAAT LEIH METHATAECET MUHY-
TH, CJIeJ] KOUTO HaCThIIBa ThMHHUHA U 3a0paBa.

J-p Paii e Onectsuy yueH, pa3Buil U BHEAPUI TEXHOJIOTHMHU, KOUTO CE€ M3MOJI3BAT
U JTHEC B pa3IuW4yHU 00JIACTHM HA ONTHKATA, €JIEKTPOHHUKATA, PAAUOXUMHUATA, OUOXU-
MmusiTa, OanucTukara, apuanusata. Uneure na a-p Paild nHamupar npunoxxenue B Ouo-
elneKkTpoHHaTta meauuuHa. [IIupoko ce u3mon3Bar ypeau 3a eJIeKTpOMarHuTHa Tepa-
Y U YCWJIBaHE HA UMyHHaTa cucrteMa. HAKou pe3oHaHCHU YECTOTH Ce MpujaraT 3a
NOJATHUCKAHE Ha BPEAHUTE, IPYry — 3a MOAOOpsSBaHE pacTexka Ha MOJIE3HUTE MUKPO-
OpraHU3MH.

be3 dayopecueHTHUAT MUKPOCKOT, pa3paboTeH BbpXy uaeute Ha a-p Paiid, pa-
0oTaTa Ha HUTO €Ha ChbBPEMEHHA OOJIHUIA € HEBB3MOXKHA.

3a KOHKpETHU M300peTeHUs U HayyHU AocTikeHus Paiid momyuaBa 14 oTnenHu
Harpaau 1 nodyetHoto 3Banue Doctorate by the University of Heidelberg.

Moske Ou HsikOTa UMETO Ha a-p Paiid mie u3rpee oTHOBO M 1€ 3a€Me CBOETO 3a-
KOHHO MSCTO B ChbBpEMEHHAaTa MeaunuHa. Jlo ToraBa, HEroBaTa TEXHOJIOTHS IIE €
JOCTBITHA CaAMO 32 OHE3HM XOpa, KOUTO C€ CTPEMSAT J1a I OTKPHAT, ONO3HAST U U303~
Bar.
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Abstract. There exist uncertain parameters problems in circuit theory and electromagnetism that
lead to interval generalized eigenvalue problems. In this paper, a new method of polynomial
complexity for determining the range of a real eigenvalue is suggested. It employs only linear
operations which accounts for its improved numerical efficiency over other known methods.
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1. INTRODUCTION
Consider the generalized eigenvalue problem
Ax=ABXx 1)

where A and B are known nxn real matrices. Let 4 be an n x n interval matrix. In a
recent paper [1], the following interval generalized eigenvalue problem

Ax=1Bx, A€ A,Be B (2)

where A4 and B are given interval matrices, has been considered. The relation (2) de-
fines each eigenvalue A, as an implicit function of A and B, i.e. A4, =4, (A, B). In

case of real eigenvalues, the range 4, =[A, ,ZI] Is given by the real set
2, ={1,:Ax=1ABx, Ae A, Be B}. (3)

As is well known, determining the real range 4, is an NP-hard problem (exponential
numerical complexity in n). In [1], a method for determining 4, (further referred to as

method MO) has been suggested whose numerical complexity is only polynomial in
the size n of A and B. The method is applicable if certain sufficient, computationally
verifiable conditions are satisfied.

In the present paper, a new method of polynomial complexity for determining the
range 4, of a real eigenvalue of the generalized eigenproblem (2) is suggested. The

method is based on the following ideas. The original problem (3) of determining the
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interval 4’ =[4,, Z;] is equated to that of determining its left end-point A, and right

end-point A separately. Each end-point is found as the global solution of a respec-
tive optimization problem:

A, =min{1 (A,B),Ac 4, BeB}, (4a)
A =max{4,(A,B), Ac 4, BeB}. (4b)

The global solution of (4) is reached in two stages.
Stage 1. Using a specific local optimization technique, we find an inner (upper)

bound A, on A, , having the property
A Z A (5a)
In a similar way, an inner (lower) bound 4, on A is computed such that

1<, (5b)

Stage 2. Using an appropriate check, we verify if the respective local solution is,
in fact, global, i.e. if

*

&k :ik (6&)
and
A=Ak (6b)
In this paper, we assume that conditions (6) are satisfied.
It should be stressed that unlike the previous method MO, the present method (re-

ferred to as method M1) employs only linear operations. This feature of method M1
accounts for its improved numerical efficiency as compared to method MO.

2. MAIN RESULTS

2.1. Globality of the upper bound A,

An interval matrix 4=[A, Al:={A: A<A<A} is called regular if each Ae A is
non-singular; otherwise, it is called singular. The regularity radius of 4 is defined as

[2]
r'(A)=min{r>0: [A°-rR, A° +rR] issingular}. (7)

Evidently, A4 is regular if and only if
r(A4)>1. (8)
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Conversely, A is singular if and only if
r(A4)<1. 9)
An interval matrix 4 will be referred to as minimally singular if
r'(A4)=1. (10)
The following result will be needed in the sequel.

Lemma 1. A real number « is an eigenvalue of the bundle (A, B) if and only if
C=A-aB issingular. (11)
We now introduce the notation
A(r)=A +rR, R=[-R,R] (12)

to represent equivalently the interval matrix [AC —IR, A + rR] in (7). Let 4" be the
short notation for 4(r"). Obviously, the regularity radius r’(4°) of A" is

r(4')=1. (13)

Thus, on account of (13) A" is minimally singular.
We also introduce the interval matrix

C=A4-1B. (14)

Now the following result is valid.

Theorem 1: The upper bound A, on the left end-point A, of the real eigenvalue
range 4, determines A, itself, i.e.
Ay = 2o (15)
if and only if
rC)=1 (16)

where r"(C) is the regularity radius of ¢ defined in (14).
Proof. Necessity. If 4, = 4,, then using (14) let

C'=A-1.B. (17a)
Thus, each C € C” is of the form
C=A-1B. (17b)
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By the definition (4a), the global minimum 4, is reached for some pair of matrices

A" and Bso by (17b)
C'=A-1B. (18)

But A, is the eigenvalue of the bundle (A", B") so by (18) and Lemma 1 C~ is singu-
lar. On the other hand, all ¢ defined by (17b) and distinct from C in (18) are non-
singular (4, is an eigenvalue only of the bundle A" and B") . Thus, C” in (17a) is an
interval matrix that is minimally singular. Hence, the regularity radius r (C) =1.

Sufficiency. If
r(A-4.,B)=1 (19)

then there exists such a pair A'and B' that

det(A'— 1,B") =0. (20)

According to Lemma 1, the real number A, is the kth eigenvalue of the bundle (A’,
B'). At the same time, it follows from (19) that the interval matrix
C=4-1.B (21)
is minimally singular. Hence, all pairs (A, B) with A= A" and B = B' yield
A(AB)= 4 (A,B). (22)
In fact, it will be shown that
A,(AB)>A(AB), A%B, A'%B'. (23)

To prove (23), assume to the contrary that A, is only a local minimum of (4a) and

that another ik is the global minimum of (4a). Thus, A, is reached for a pair (A, I§)
such that
A=A (AB)<A, (24)

In that case, the pair (A, B) and A, should be associated with a singular matrix

~

C=A-1B, (25)
giving rise to minimally singular interval matrix

C=A4-1B. (26)
Hence,
r'(4-AB)=1. (27)
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However, (27) is in contradiction with (19). Indeed, let

a=A12, (28a)
SO
F=(/a)=l. (28h)

Using (28), we transform (19) into the form
r'(FA— 2, B) =1 (29)

which is a contradiction with (27) in view of (28b).

Thus, we have proved the validity of (23) and, hence, the globality of A, , which
completes the proof of the theorem.

Theorem 1 provides a simple global optimality check for A, : if condition (16) is
fulfilled, then A, is, in fact, equal to 4, .

The following result is a direct consequence of Theorem 1.

Corollary 1. Let a eR. If
r'(A-aB)>1. (30a)
then
a>A,, (30b)

i.e. a is strictly an upper bound on A, . Similarly, if

r'(4-aB)<1. (31a)
then
a<i., (31b)

i.e. « isstrictly a lower bound on A, .
2.2. Globality of the lower bound A,

Similar results are obtained for the case of the right end-point A, of the range A, .

3. COMPUTATIONAL ASPECTS
3.1. Inner solutions

Consider the real eigenvalue A, of (2) for a fixed pair (A, B). Let x and y denote
the right and left eigenvectors associated with 4, . To express the dependence of 4, ,
x and y on A and B, we shall use, whenever necessary, the notation 4, (A, B), x(A B)
and y(A,B). As shown in [1]

A, =min{y" (A,B) Ax(A,B)/y" (A, B)Bx(A,B), Ac 4, Be B}. (32)
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Procedure 1 (for finding A, ). To simplify the presentation (without loss of gener-
ality), it is assumed that 4, >0 .

Step O (initialization). Set n. =0(n, is the iteration number) and A°=0. Let
A=A and B=B..

Step 1. Let n, =n, +1 . Find the kth real eigenvalue 2 of Ax=ABx and the cor-
responding right eigenvector x, using some generalized eigenvalue problem solver.

Step 2. Find the left eigenvector y associated with A, using the efficient technique
suggested in [3].

Step 3. Compute the sign vector z* of the eigenvector x using

1, if x>0

: 33
-1, if x <0 (33)

z' =(sgnx), = {

In the same way, find the sign vector z’ of the eigenvector y. Form the sign vec-
tor z=(z";z’). Introduce the real matrices A* and B* with components

ai= {_Q” o Iz =t (342)
Yolay, If z/z{=-1

b = { b, ifz7zj=-1 (34b)
! bij ) if ZiyZ;( =1

Step 4. Let 1’=4,, A=A’, B=B’ and start a cycle from Step 1 until the sign
vector z remains unchanged (the current z is equal to z' of the previous iteration).
Step 5. A bound from above A, equal to A, of the last iteration has been found.

Procedure 2 (for finding Zk ). It has the same structure as Procedure 1.
3.2. Determining the regularity radius r (C)

The regularity radius r"(C) is determined using the recent method in [3]. This is
an efficient polynomial complexity iterative method.

3.3. Comparison with a previous method

In this section, it is shown theoretically that the present method (method M1) is
more efficient computationwise than the previous method in [1] (method MO). In-
deed, both methods have polynomial-time numerical complexity provided they are
applicable. Therefore, the comparison will be based on two features:

(i) Numerical efficiency: volume of computations needed,

(i) Domain of applicability: capacity to solve problems of increased uncertainty
intervals.
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As shown in the previous section, method M1 is based entirely on linear opera-
tions. In particular, the outer solution x“ () or y“(u) is determined solving a cor-

responding linear interval system of size n—1. Conversely, method MO resorts to sol-

ving a nonlinear (quadratic) algebraic system of n equations in n unknowns to com-
pute the outer solutions 4,, x* and y™ needed to compute the range A4, [1,Sect.2].

Thus, method M1 requires less computation than method MO (at each iteration) of the
respective method. Also, method M1 will converge in a smaller number of iterations
than method MO. The joint influence of these two factors, lesser amount of computa-
tion at each iteration and smaller number of iterations, accounts for the expected im-
proved numerical efficiency and larger domain of applicability of method M1 as
compared to method MO. Several numerical examples solved by methods M1 and MO
(using INTLAB [6] to implement the interval computations) seem to confirm the
above theoretical expectations.

4. CONCLUSION

The analysis of many electrical and electronic devices whose physical parameters
are not known exactly can be performed using the “perturbed” generalized eigenvalue

problem (2). A method for determining the range 4’ =[4,, 1] of a real eigenvalue for

the above interval eigenvalue problem has been suggested. The original problem (3)
of determining the interval 4, is equated to that of separately determining its left end-

point A, and right end-point 4. It has been shown that the problem of determining
each end-point reduces to the problem of determining the regularity radius r*(c) of a

related interval matrix C (Theorems 1). The latter problem is solved using the effi-
cient method of [3] whose numerical complexity is polynomial in the size n of the
matrices involved.

The method suggested seems to be an improvement as regards the numerical effi-
ciency as well as the domain of applicability over other known methods of polyno-
mial complexity [1], [4], [5].
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Abstract. The margin of stability M(A) and stability radius r*(A) are well-known quantitative meas-

ures for the degree of stability robustness for linear continuous time-invariant dynamic systems
whose parameter uncertainties are modeled by an interval matrix A. At the same time, an al-
ternative robustness measure, the so-called regularity radius p"(A) of A, is used in applied

mathematics. In this paper, useful relations between M(A), r"(A) and p"(A) are revealed.
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1. INTRODUCTION

As is well-known (e.g., [1], [2]), robust stability properties of linear continuous
time-invariant dynamic systems whose parameters uncertainties are modeled by an
interval matrix A can be assessed quantitatively using the following two measures: (i)
margin of stability M(A) of A and (ii) stability radius r"(A) of A. The former meas-

ure (chronologically introduced earlier than r"(A)) is defined as follows:
M (A) =—max{Re[4, (A)]: Ax=Ax, k=1,..,n, Ae A} Q)

where Re[4, (A)] is the real part of the kth eigenvalue of A. The stability radius
r’(A) of A is defined as:

r'(A)=min{r>0: [A —rR, A +rR] iscritically stable} (2)

where the real matrices A and R are the center and radius of A.
It should be stressed that the problem of determining M(A) or r (A) is NP-hard

([2]). Therefore, all known methods for exact (within round-off errors) evaluation of
these stability measures require a volume of computation that grows exponentially
with the size n of A. This justifies any attempt to develop methods of better numerical
complexity. Such an improvement, however, is possible only at the cost of introduc-
Ing suitably chosen restricting conditions on the class of dynamic systems considered.

On the other hand, another robustness characteristic of interval matrices, the so-
called regularity radius p"(A)of A, has been used in computational mathematics (cf.,

e.g. [3] and the references there). It is defined as follows:
p (A)=min{r>0: [A —-rR,A +rR] issingular}. (3)
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Determining p (A) is, in the general case, also a NP-hard problem. However,
there exist a number of approaches to approximately assess the regularity radius.
Also, a polynomial complexity method for computing o (A) has been recently sug-
gested [4], which imposes a minimum of restrictions and seems to be rather efficient
as compared to previously known methods [3]. Thus, the following natural question
arises: is there any link between the stability radius r"(A) of an interval matrix A and
its regularity radius p"(A). If the answer is positive, this would permit to enlarge the
arsenal of methods for tackling the robust stability problem by appealing to (or adapt-
ing) methods that have originally been developed for exact or approximate determi-
nation of p (A).

In the present paper, we reveal a connection between the quantitative stability
measures r (A) and p (A) for the general case of non-symmetric matrices provided
certain relatively mild conditions (encountered most often in practice) are addition-
ally imposed on A. More specifically, we establish (Section 2) that computing r™(A)
can be equated to computing p (A) for a large class of interval matrices when the

robust stability is governed by a real eigenvalue (a rigorous definition of this re-
quirement will be given later in the text). It is also shown (Section 3) that for the
same class of interval matrices a useful relation between the stability radius and the
stability margin exists: the problem of determining M(A) of A can be tackled by solv-
ing a corresponding stability radius problem.

2. EQUIVALENCE BETWEEN r*(A) AND p’(A)

We first need several preliminary facts. On account of (1) and (2), A is (asymp-
totically) stable if and only if

r'(A)>1 (4a)
or
M(A)<O. (4b)
Hence
r'(A) =1 (5a)
or
M(A) =0 (5b)

are two equivalent conditions for A to be critically stable, i.e. to contain a real matrix
A which is critically stable.
We now introduce the notation

A(r)=A +rB, B=[-R,R] (6)

to represent equivalently the interval matrix [AC —IR, A + rR] in (3). Let A" be the
short notation for A(r”). Obviously, the stability radius r"(A") of A" is
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r(A)=L1 (7)

Thus, on account of (5a) A’ is critically stable. We also make the natural assump-
tion that the nominal system corresponding to A=A is (asymptotically) stable, i.e.

all its eigenvalues A’ = 4 (A ) have negative real parts Re[4] and that 4’ have been
ordered in decreasing value of Re[4].
Let the class of linear continuous time-invariant systems considered be denoted
Co. We now introduce a sub-class C; of C, which has the following property.
Property 1: The first eigenvalue A’ of the centre A of A is real and dominant,
le.
49> Re[4]. (8)

Moreover, the relation (8) is robust in A™, i.e.
A,(A)>Re[4,(A)], AeA. 9)
At this point, definition (3) is written equivalently in the form
o (A)=min{r>0: det(A°+rB)=0, BeB}. (10)
We have the following result.

Theorem 1: Definition (2) is equivalent to definition (3) and, hence,

r'(A)=p (A (11)
if and only if Property 1 is valid.
Corollary 1: Definition (3) is equivalent to definition (2), if all eigenvalues A _(A)

of each Ae A are real.

On account of Corollary 1, the equivalence between (2) and (3) is guaranteed for
the following two large classes of interval matrices:

Class 1: robustly aperiodic matrices [2];

Class 2: symmetric interval matrices. In the latter case, it is of interest to deter-
mine the maximum singular value of an associated matrix [5], [6].

Checking Property 1 can be done in various ways (cf. [7], [8] and the references
therein). Another possibility to check Property 1 is to appeal to the notion of the D-
stability [1, Ch. 4] and the corresponding sufficient conditions for D-stability.

From a computational point of view, the reduction of the problem of determining
the stability radius r"(A) of the interval matrix A to that of determining the regularity

radius o (A) of A is attractive since an efficient method for computing o (A) has

been recently suggested in [4]. It is based on an equivalent transformation of the
original problem (3) to the problem of determining the real maximum magnitude
(rmm) eigenvalue « of an associated interval generalized eigenvalue problem
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Bx=uA’x, BeB, B=[—R,R], A’ =-A (12)

where by definition 4" =max{|s|: Bx=uA’x, BeB}. The value 4 is found by an

efficient iterative method of polynomial complexity [4]. As shown in [4], the regular-
ity radius p"(A) is then determined by the formula

p =1, (13)
In view of (11) (under the validity of Property 1), formula (22) becomes
r zll‘lu*‘. (14)

Thus, for systems from class C; the stability radius can be determine in polyno-
mial time using the method from [4] for computing 4.

Remark. A method (dedenoted here as method MO) for computing r”(A) based on
formula (14) was suggested for the first time in [9]. However, due to papers’ length
limits the validity of equivalence of (2) and (10) and, hence, of the validity of the
method itself was not presented there. The present Theorem 1 and Corollary 1 pro-
vide the missing theoretical foundation of method M0. Without the explicit statement
of Property 1, method MO does not guarantee determination of r"(A) since, in the
form presented in [9], it is only based on a necessary condition. Hence, in the general
case, method MO only yields a lower bound r(A) on r (A).

The above results can be useful in solving various qualitative robust analysis
problems also. Thus, the following theorem suggests a new necessary and sufficient
condition for a system from class C; to be stable.

Theorem 2: A system pertaining to class C, is robustly stable if and only if the
rmm solution £~ of the associated interval generalized eigenvalue problem (12) satis-
fies the inequality.

u <1 (15)

Corollary 2: A system pertaining to class C, is instable if a lower bound x on x’

of the associated interval generalized eigenvalue problem (12) satisfies the inequality
u=1.

3. ARELATION BETWEEN STABILITY RADIUS AND STABILITY
MARGIN

In this section, it is shown that if Property 1 is valid the problem of determining
the stability margin M (A) of an interval matrix A can be tackled by solving a corre-

sponding stability radius problem.
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Property 2: The first eigenvalue A of A is real and robustly dominant in A, i.e.
A, (A)=Re[4,(A)], AeA. (16)

It is seen that Property 2 is easier to satisfy than Property 1 since Ac A’. Its va-
lidity can be verified using the methods for validating Property 1.

Let A be the right end-point of the range of the first eigenvalue over A. Further,
let A, be a lower bound on 4: . We also introduce the interval matrix

C=A-1,. (17)

Now the following result is valid.
Theorem 3: The lower bound 11 on the right end-point 2. of the range A,(A) of

the real eigenvalue A,(A) determines i, i.e.

A=2}, (18)

if and only if
r'(C)=1 (19)

where r”(C) is the stability radius of C defined in (17).
Thus, if (18) is valid, then by Theorem 3 and (1)

M=—1. (20)
4. CONCLUSION

For linear uncertain systems described by a corresponding interval matrix A, a
class C; has been introduced which is characterised by Property 1 (the dominant ei-
genvalue of a related matrix A" is real). For systems from this class, it has been shown
that:

(i) The problem of determining the stability radius r"(A) reduces to the problem
of determining the regularity radius p"(A) (Theorem 1).

(i1) There exists a link between the problem of determining the stability margin
M (A) of the original interval matrix A and the problem of determining the stability
radius r"(C) of an associated matrix C (17) (Theorem 3).

The above relations may be used as a starting point for developing efficient meth-
ods capable of solving various quantitative and qualitative robust stability analysis
problems in polynomial time for systems pertaing to class C;.
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Abstract. This paper focuses on a sample hardware application of the Feige-Fiat-Shamir (FFS)
cryptographic identification protocol to implement as an essential part of user-software protec-
tion mechanism. The implemented algorithm has shown itself as a powerful tool when imple-
mented as a separate hardware module which participates into the overall authentication
mechanism of commercial software packets, like CAD systems, multimedia applications, web-
server applications, etc. Such hardware unit based protection schemes are definitely a step be-
yond the conventional software protection algorithms, as they offer a secure storage of the se-
cret keys and reliable execution of the required crypto-operations. The FFS algorithm is based
on interactive, dynamic randomized challenge and response message exchanges between two
sides - prover of identity and verifier - and has the so called ““zero-knowledge™ property. It
means that during the entire identification process the prover of identity does not reveal any in-
formation about its secret keys to the verifier or to any other prospective malicious participant.
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1. INTRODUCTION

Nowadays there is a wide range of techniques involved in the authentication and
identification process. The focus of this contribution is on the implementation of the
Feige-Fiat-Shamir algorithm — a representative of the group of more advanced strong
cryptographic identification protocols. This kind of identification mechanisms apply
dynamically changing information which increases the difficulty for any prospective
adversary to carry out a successful attack against the cryptographic protocol. The au-
thentication/identification process involves interactive challenge and response proto-
col between two sides — claimant (hardware unit) and verifier (software application).
Challenge-response mechanisms require the claimant and the verifier to interact but
generally do not require them to be synchronized. The interaction generally consists
of a random single or multiple challenges sent by the verifier to the claimant who
must compute and provide a valid response. This process can be executed repeatedly
in time, with an acceptable speed, so it will not have a negative influence on the
overall execution time of the software application.

There is a special class of challenge-response mechanisms and identification pro-
tocols that have a property called “zero-knowledge”. It is possible and very likely that
the zero-knowledge authentication protocols will become important and more widely
deployed in the future. Using such a protocol, a claimant can prove knowledge of a
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secret (e.g., a cryptographic key) while revealing no information about the secret key
during carrying out of the protocol and particularly no information about the private
key stored in the hardware module is sent or disclosed to the verifier [1]. Neverthe-
less, the verification process can be accomplished by using the authentic public pa-
rameters that are function of the secret ones. Besides, to find the private key knowing
the public one is considered to be computationally infeasible because of the one-way
arithmetic function used for computing the public key. All strong identification and au-
thentication protocols are synthesized using and applying in practice the asymmetric
cryptographic techniques. The increased security of these techniques is based on some
mathematical assumptions and number-theoretic unsolvable problems like: (1) diffi-
culty of factorizing large integers; (2) extracting square roots modulo large integer, (3)
finding discrete logarithms, and so on. These problems remain difficult to solve for ac-
ceptable time only if the integers are big enough. The latest standards about the size of
parameters in respect to the security require the parameters’ length to be at least 1024
bits. It is highly recommended that this length to be above 2048 bits [1].

2. FEIGE-FIAT-SHAMIR IDENTIFICATION ALGORITHM

The algorithm ensures the identification of entity P (prover of identity) by entity
V (verifier). Here, “prover of identity” means that the entity which has its secret keys
proves their possession to the verifier V without revealing the actual secret values.
There is no leak of useful information about the secret parameters of the prover P
during execution of the protocol. In general, the Feige-Fiat-Shamir (FFS) identifica-
tion protocol guarantees that the entity P proves its identity to the entity V by set of t
executions of a 3-step message exchange mechanism.

2.1. Selection of security parameters

After the generation of two secret prime numbers p and (, the public modulus of
all computations n=p.q is calculated. In our current implementation n is 1024 bits
long. Each of the prime numbers p and g must be congruent to 3 mod 4 according to
the FFS protocol. The integer numbers Kk and t define the overall security of the pro-
tocol and will be discussed later.

2.2. Selection of per-entity keys

At first, we generate k random integers Si, S, S3, ..., Sk in the range 1< §; < n—1,
and k random bits by, b,, b, ..., by . The greatest common divisor of S; and n must be
equal tol. The second step is to compute:

v, = (—1)%.(s*)™* mod n, where 1<i<k.

So, the as-called pre-keys of P are as follows: public key — (v, V5, V3, ..., Vi, N);
secret key — (Sy, Sz, S3, ..., Sk)-
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2.3. Messages of the protocol

Each execution-consists of three successive messages between the prover and the
verifier that have the following description:

(P [x=xrmodn] -V
(2} V:[(ey,e;,85, . 80,8 €{01}] =P

| 3

(B)P:[y=r HST modn] =V

2.4. Actions of the protocol

The entity V accepts the identity of entity P if all t executions are successful. We
assume that the verifier V has the authentic public key of the prover P. An execution
is successful if the verification is confirmed by the verifier V and the following ac-
tions are carried out.

(1) P selects random integer r, 1 <r <n-1, and a random bit b. Then P computes
x=(—1)°.r* modn

and sends X to V. Here X is called “commitment”;

(2) when entity V has received X, it sends to P the “challenge” — a random
sequence of K bits (1, €,, €3, ..., &);

(3) upon obtaining the “challenge”, P calculates the “response”, according to the
following relationships:

5

&%
V=TI | | s, modn

j=1

and sends Y to the verifier V;
(4) finally, after receiving the “response”, V starts a verification process by
checking the correctness of the equation:

k

. &
tx = }r*.| |'r. mod n.

=1
If it 1s correct, the execution is successful, otherwise it is unsuccessful.
2.5. Security of the protocol

The integer numbers k and t are called security parameters. The probability of im-
personation, i.e. to break the algorithm, is given by the formula:
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Some appropriate values of the security parameters can be k=6, t=5, so we have
P=2"". Originally, it was suggested k to be an integer number in the range 1< k < 20.

The security also relies on the difficulty of extracting square roots modulo a large
composite integer N which has unknown prime factors. The task is equivalent of find-
ing the prime factors.

2.6. A numerical example of the FFS protocol with small integer numbers

According to 2.1, we choose p=7, g=11, and n=77. We also select k=3 and t=1.
Afterwards, we calculate the per-entity keys as described in 2.2:

(a) we select k=3 secret random integers: $;=12, $,=39, s;=61, and k=3 secret ran-
dom bits blzl, b2=0, b3:1.

(b) then, the computation of the public v; follows as:

vi=(1". (12%) " mod 77 = 54;
v, =(1D" (39%) " mod 77 = 4;
v;=(=1)"'. (61%) ' mod 77 = 40.

After the above calculations, we can summarize that the secret key of the prover P
1s (12, 39, 61) and the public key is (54, 4, 40, 77). In accordance to 2.4, P and V will
execute the following exchange steps in order to carry out the FFS protocol.

(1) P: r=35,b=1; [x=(-1)". 35 mod 77=7] — V;

(2) V: [e=(110)] — P;

(3) P: [y=35.12.39 mod 77 = 56] — V,

(4) V: 2=56%.54.4 mod 77 = 7. The execution of the protocol is successful, be-
cause Z is equal to the received X after the first step (1).

3. HARDWARE AUTHENTICATION MODULE PROTOTYPING

The developed hardware prototype implements the functionalities related only to
the prover P, as described in sec.2. For this application, the verifier V is a separate
computer program running on a PC. The overall structure of the implemented proto-
type is shown in Fig. 2. We used Cypress CY7C68013A high-speed USB peripheral
controller and the XC3S1200E FPGA device, both available over the Digilent Nexys
2 Development Kit.

Here, the multiplier block— montgomery_multiplier_il realizes the Montgomery
algorithm [2] for fast modular multiplication of large integers, as it is shown in Fig. 1.

The Montgomery multiplier is necessary in order to compute the “commitment”
and “response” messages of the FFS protocol. Complying with the requirement for at
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least 1024-bit computing, the montgomery_multiplier_il module uses 1024-bit ad-
ders. Therefore, we have long carry chains, which affect negatively the clock fre-
quency of the design. To resolve this issue, a lot of research has been done in this
sense. Some practical results and approaches are published in [2,3].

MP (a.b):
(Lep=0
(2)fori=0 to k—1 do
d=p+a.t
if (d mod 2 = 0) then
p=ds2
else
g=(d+n)/2
end if
end for
() if (p > n) then
MP=¢ n
else
MF =¢
end if

Fig. 1. Montgomery Product algorithm

Following [4], we implemented a pseudo-random bit generator prbg_il, which is
used when the message “commitment” is computed. Three linear feedback shift reg-
isters of different length are involved, where the most significant bit of the first shift
register controls the work of the other two shift registers and the generated pseudo-
random bit is the xor of the most significant bits of the slave registers.

To make use the onboard USB controller available, we designed a separate mod-
ule usb_fpga_bridge_il. It has two important functions: (1) byte-wise writing of the
two computed messages “commitment” and “response” into the upload-buffer of the
USB controller, and (2) byte-wise reading of the message “challenge” from the
download-buffer of the USB controller. The bridge itself has 128B dual-port memory
block (dual_port_ram_il). One port is used by the data stream FSM
(data_stream_ctrl_il) synchronously (at 48MHz) with the USB controller, and the
other memory port is dedicated to the rest of the computational structure of the proto-
typed device.

The secret keys are stored in the module tkrom_il, which in our case is 16Kx1
memory, functioning as a ROM. The sequence of all operations is managed by a
FSM module: control_unit_il. Modules, not described here, are shown in grey color.

Several simulations using the Xilinx [Sim simulator have been run during the de-
sign process in order to debug and verify the functionality of the prototype. Here, in
Fig. 3, we show simulation of the module montgomery_multiplier_il for very small
8-bit integers and the modulus is 239.
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4. CONCLUSIONS AND RESULTS

Our prototype fully implements the functions of the prover, participating in the
Feige-Fiat-Shamir identification protocol. In our implementation, the “commitment”
is computed in 0.294ms, the “response” — in 1.613ms. The prototype operates at
11.11 MHz. Assuming the relatively limited logic resources and low clock speed of
the target FPGA device the reported results are quite encouraging, as we have com-
plied with the main security requirement for computation with at least 1024-bits long
integers. There is no limitation for the type of data exchange interface as the required
speed of information transfer is not critical for the protocol itself. Assuming the cur-
rent advances in wireless communications, the prototyped identification module can
be adapted for application in mobile user devices since it does not require substantial
hardware resources.
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Abstract: Electrical losses take an essential part in switching on state of the semi-conductive de-
vices (including diodes, transistors and thyristors). In the paper, working process of semi-
conductive device in control mode of the current passed through the consumer, switched on in
the network with considerable varying parameters is studied. This working mode arises when it
controls the consumers in outlying rural regions and villages, where the voltage varies in wide
intervals.

Keywords: electrical losses in semi-conductor’s devices, average and RMS value of the current,
coefficient of the form

1. INTRODUCTION

Very often in the real energy systems arises the situation when the consumers are
remote from the supply network, which parameters vary in wide intervals. Typical
example for this is consumers in outlying rural regions, villages and etc. In this case,
a stabilization of the voltage, respectively of the current passed through the consum-
ers, 1s needed. It realizes by switching on the devices with semi-conductive elements
as a diodes, transistors, thyristors and etc., which ensure half- or full-wave voltage
control (see Fig. 1). One possible way to obtain this is using phase control, where it
varies with the angle of phase control for the semi-conductive device — o [1, 2, 3].

() i(t)

[EE—

semi-conductive
device

(D e® = u(t) E

bp)
«

~
Y~

\i(t)

Fig. 1. Electric circuit for half- and full-wave voltage control

In this control the evolved power and the heating of the semi-conductive devices
significantly depend on the average value of the current |, (given in the manuals).
The maximum possible value of this current I, ,.x defines in full sine wave voltage
(oo = 0). In this maximum threshold the admissible parameters of the semi-conductive
device don’t increase and the latter keeps its working capacity.
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2. PROBLEM STATEMENT

When the phase control on the current, passed through the load, makes, the elec-
tric losses evolved in semi-conductive device as a heat determine as an average value
of the power for one half-period T/2=r:

T/2 1

P, = j u(t).i(t)dt = —Tu(t).i(t)dt (1)
0 T

1
T/2

In general volt-ampere (V-A) characteristic of these devices (diodes, thyristors) in
working state 1s following:

pIi@®

RIEEC

»
o

Fig. 2. V-A characteristic of semi-conductive device (in general form)

With sufficient practical accuracy it can be approximated with linear one as:
u(t)=u, + Ry.i(1), (2)

where: U, =const. — rapid voltage;
R,— differential resistance, taking into account the slope of the graphic

(AU/AL).
After substituting (2) in (1) it gets:

15 17 o 17 1R
Pu=— ! u(t).i(t)dt = ;!(uo + R, i(D)d(t)dt = ;!uo.l(t)dt +;! R, di(t).i(t)dt = .

—Ho-av

:uo.lji(t)dt+Rd.lji2(t)dt:u0.lav+Rd.I2 —u,.l, +R, k21
72.0 72.0 RMS av

3. DELAY (TRIGGERING) ANGLE INFLUENCE OVER THE AVERAGE
AND THE RMS VALUE OF THE CURRENT THROUGH THE
SEMI-CONDUCTIVE DEVICE IN PHASE CONTROL

In phase control devices the delay (triggering) angle a changes. This angle de-
fines from the beginning (zero point) of the sine wave. Without lost of generality it
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assumes i, =0. Beside of the fact that the average power P,, relates from the aver-
age and the RMS value of the current, calculated for half-period T/2 =7, it will be
analyzes the supplying voltage only for this interval (Fig. 3).

Le@®=u(

oc} T } 2n wt

Fig. 3. Phase control of the voltage

Then the average value of the current as a function of delay angle o determines as
follows:

I, ()= %Ji(t).dt = %J‘im.sin(a)t +y;).dt

To simplify the analysis without loss of generality it makes the assumptiony; =0.
Then giving an account of the fact @ =271 =27 /T =27 /27 =1 it gets the follow-
ing expression about the average value of the current:

[

I, (a) = %J‘Im.sint.dt = ﬁ(—cost) ~ = ﬁ(cosa - cos;r) = i(cosa + 1)
Iav(a)zlﬂ(l+cosa) (4)
T

The respective expression for the RMS value of the current is following:

1%, 17%.
1> (a)=—|i*(t).dt =—|i’.sin’ (et +y, ).dt
RMS ( ) 72._0[ ( ) 72';': m ( l//l)
To simplify the analysis without loss of generality it makes the assumptiony; =0.

Then giving an account of the fact o =27zf =27 /T =27 /2x =1 it gets the follow-
ing expression about the RMS value of the current:
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I2 II sin’t.dt == ]Zl cos2t

i2
:27r{

(o]

= [27r 20 + sma
47r

jcos2t d(t2)=

{ 1 } i’ { sina}
- a——(sm27z—sma) n |\ r—a+ =
2 27 2

()

Iy \/27[—2a+sina
7

After division of (5) to (4) the following formulae about the coefficient of the
form k¢ as function of delay a., is obtained:

ly(a) 2

4. CRITERION FOR DETERMINING THE MAXIMUM ADMISSIBLE
ANGLE OF PHASE CONTROL - «,_

K (a): | Ruis (a)_iﬂ\/Zﬁ—za+sina Vs :\/ﬁ.(27r—2a+sina) %
f r iy-(1+cosa) 2.(1+cosar) '

In general, electric losses in semi-conductive devices mainly depend on the aver-
age value of the current, passed through them and more slightly depend on the re-
spective RMS value of this current in terms of formulae (3). In phase control they are
a function of delay a (see (4, 5, 6)). Then the final expression for the average power
as a function of o is:

P (@)=l (@) + R Ki (@)1 (@) = UL (@) + R ().

.(27z -2+ sina)
4.(1 + cosoz)2

(7)

The maximum admissible power, evolved in semi-conductive device (i.e. maxi-
mum possible electric losses in it), calculates in average value of the current equal of
. 0
the nominal one and delay oo =0", i.e

=1 2
aV = P™ =Upd g + Ry 12 S (8)

a=0 Uo-hom on” @

If the device works in average value of the current then these losses depend on the
delay as follows:

. =sl =const.,, 0<s<1=P (Ot, S)=U.S| +R.S%I2 .72'(272'—206+Sln0{)(9)
av nom av 0 nom d nom >
4(1+cosa)
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Giving an account of this fact, the condition for normal working of the semi-
conductive device (without overheating and damaging) is:

P (a, s)<P™. (10)

Then substituting in (10) expressions (8) and (9) it gets the following inequality:

7 (27 -2a+sina 7’
up.sl . +R,.s°I° .—.( . )<uolnom+Rd.I2 —
; 4 (1+cosa)
C,=const. v v
C,=const. C,=const.

(27z —2a + sina)
C, +C,. (1+Cosa)2 <G

(27T_2OHSH2105)<C3_C1 = c = const. (11)
(I+cosa) C,

The maximum possible delay ¢, determines as a solution of (11). It is different

for each chosen average value of the current |,, =Sl =const.,, 0 <s<1. When
this angle is exceeded the semi-conductive devices can damage.

The dependence on the power evolved in the semi-conductive device as function
of the delay angle o in different constant values of the average current, passed
through the device, is shown on Fig. 4.

A

Fig. 4. Characteristics P, («), 0 <« <7 when |, = const.

5. CONCLUSION

When the consumers are remote from the network supply with considerable vary-
ing parameters, it 1S necessary to use stabling devices, including non-linear semi-
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conductive elements. Electric losses of the respective device can be defined more
simple when approximate this characteristics with linear ones. These losses depend
on mainly of the average value of the current and more slightly depend on its RMS
value (in terms of the coefficient of the form). The values of the latter quantities are a
function of the delay (triggering) angle oo when makes phase control.

In stabilization, based on phase control of the average value of the current, which
is multiple of the nominal one (1, =sl, , =const., 0<s<1), when exceeds the delay

angel o (determined according to (11)), the electric losses in semi-conductive de-
and a = 0) and the latter

nom

vice will evolves the maximum admissible (when |, =1,

can damages.
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Abstract. The paper presents a possible option to create a simulation model of photovoltaic module.
For creating a simulation model were used theoretical relationships describing electric
processes in photo conversion using an one diode replacement scheme. In a model input data
are dynamically changing environmental parameters, namely the intensity of solar radiation,
air temperature and the temperature of the cell. Output data is electric current generated by
photo voltaic module. Is used the product Matlab & Simulink, providing an easy upgrade,
further development of the model and create an overall complete photo voltaic simulation
power plant

Keywords: photovoltaic cell, one diode replacement scheme, photo-generated electricity

1. INTRODUCTION

The rapid penetration of renewable energy sources globally as well as locally in
Bulgaria led to a number of positive effects such as generation of electricity without
the use of traditional fuel and consequently no pollution; getting called. “free electri-
city” and using the connected photovoltaic system through its “auxiliary functions”
[1]

Along with these positive effects in the foreground appeared a number of opera-
tional nature of the difficulties associated with inspection and adjustment of the
traffic capacity of the transmission grid, control stress levels in the nodes and consi-
deration of short-circuit capacity of the existing traditional defense [4].

It is necessary to predicted and respectively modeled PV system performance
depending on the factors of the environment, and to explore the behavior of future PV
system released in different modes, by using virtual simulations.

2. GENERALITIES

Photovoltaic source is a compilation of interconnected solar cells, electrical
connections, safety components and support facilities. Solar cells are made of semi-
conductor material that for the most part is mainly silicon. In the absence of light,
volt-ampere (V-A) characteristic of the solar cell is exponential in the form similar to
the semiconductor diode. The principle of operation is based on the photovoltaic
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effect, which is used for making different photoelectric semiconductor devices. The
structure of the photo elements, also called photovoltaics, is no different from that of
the photodiodes, which is why when studying the operation of photovoltaics have
been applied mainly one and two-diode replacement schemes.

The most common replacement scheme of photovoltaic cell is called one diode
scheme representing current source connected in parallel with the diode on it

=
=n
@
I
-

Fig. 1

Shown in Figure 1., | , is generated photo electricity; |, - dark current; R, -

p
internal diode shunt resistance reporting leakage currents due to structural and const-
ruction defects; R; - series resistance representing the resistance of a cell

Current source generates the so-called photocurrent |
Kirchoff's first law is:

o determined according to

lp=1p+ gy +1 (1)

Transferred by the photovoltaic cell current will be:
I:Iph_ID_ISH (2)
The equation by Second Kirchoff's law for output circuit of Figure 1 is:

_U+IR,
RSH

IR, +U — I Ry, =0 ; I, (3)

Replace the equation (3) in (2) in which:

(4)

Is recorded dark photocurrent in the diode in which equation( 2) mining the type

12]:
U + IR,

|=|ph—|{exp( q (U+IR)—1}— (5)

KT, A

SH
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Where: | -dark current of the cell; q—charge (=1.6x107"°[oC]);k —the Boltz-

mann’s constant (=1.38x107[J/K]), Tc—cell temperature [K]; A-—coefficient

depending on the type of PV technology.
Generated by the photocell current, depending on solar intensity and cell tempe-
rature is [2]:

Iph = [Isc + K, (Te _TREF)]ﬂw (6)

Where: | — is short circuit current of the cell at temperature T = 25 °C and solar
activity 1kW /m?; K, —- cell temperature coefficient for short circuit; T, - referen-

ce cell temperature; A —solar activity [kW / mz]
The cell temperature and current saturation are determined by:

Tc = (7)

TA+(NOCT—2OJ* E
0.8 800

3
Tc qEs ( 1 1
o= | — bl 8
3 RS[TREFJ eXp{ KA (TREF Tcﬂ ®)

Here T, — is ambient temperature; NOCT — normal operating cell temperature
(=49C); |, —reverse satisfy current of the cell

les = s )

in (9) U,. — is a load voltage of PV cell.
In an ideal photovoltaic cell(unit) Ry =0and Ry, =00, then the equivalent circuit

of PV cell (unit) described by equation (5) and presented in Figure 1, is to modify the
equivalent circuit of figure 2, described by equation (10):

O ¥ |

Fig. 2

-

=1, - I{exp(k(_ql_UA)—l} (10)
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Solar unit consisting of N, connected parallel cells and N connected cellular
elements [3] is shown in Figure 3

N, ‘r. R,
ANN—
l BAA A
{

Nelpw |7 T = ar
.'/F H\] -'I"rnc :_:»L_-‘FR:“ I

AT T ! <~ Ne

Fig. 3

3. CREATE APV MODEL IN SIMULINK ENVIRONMENT

For compiling MATLAB based model in SIMULINK environment taking
account the solar radiation, ambient temperature and the type of material used in PV
cell is used shown in [3] converted model presented in Figure 4

N,

-

| ey

Fig. 4

Equation (10), applied to shown Fig.4 has the form (11):

qu
I:Nplph—Npl{exp(W)—l} (11)

Based on mathematical equations given in section 2, describing processes in
photovoltaic cell with surrounding figures, is constructed mathematical model of
photovoltaic unit in Simulink environment with the general form shown in Figure 5.

Input data for compiled model are solar radiation, ambient temperature, the
parameters of the photovoltaic module and the type of technology for making pho-
tovoltaics
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The internal structure of the constructed module, developed using equations
(1)+(11) and described using various mathematical modules has the form,;
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4. CONCLUSIONS

The model is adaptable to different types of PV units and enables making
variance analysis to measure the impact of various environmental factors

In comparison made with the effects of model tabular results, observed error
to 5%, which is within the tolerance research

A model could be used for training students from "Renewable Energy
Sources"

References

[1]
[2]
[3]

[4]
[3]

IEEE 1547.3 Guide for Monitoring, Information Exchange, and Control of Distributed Re-
sources Interconnected with Electric Power Systems, 2007.

Kalogirou S. Solar energy engineering: processes and systems: chapter 9. Academic Press;
2009. p. 469-517.

Tsai, Huan —Liang, Insolation-oriented model of fotovoltaic using Matlab/Simulink; Solar
Energi, 2010.

Henemnuepa C. Enektpuuecku mpexu, Codus, 2005 T.

Chervenkova T, A. Chervenkov, St. Bozhkov ,,Computer simulation of higt frequensy signal
propagation in medium voltage power cables*, TU — Sofia; 2009



FACTORS INFLIENCING ELECTRICAL
PERFORMANCE OF PHOTOVOLTAIC SYSTEMS

Stoyan Hristov Bozhkov

Department of "Electrical Engineering, Electronics and Automatics"
Technical University of Sofia,
Bul. ”Burgasko chose”Ne 59, Sliven 8800, Bulgaria, phone:+359895586485 ,
e-mail: s _bozhkov(@abv.bg

Abstract The expansion in Bulgaria in the last years of renewable energy sources and in particular
the so-called photovoltaics necessitate examination critically assessed and consideration both
during the design and in service with a number of factors affecting the production of electricity
from "solar" sources. This publication was made possible review as one of the effects of species
photovoltaic technologists used in production of photovoltaics, and some of the major environ-
mental factors that have an important impact on their operation.
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1. INTRODUCTION

Solar photovoltaic energy is becoming an increasingly important part of the re-
newable energy sources in the world [1]. The main advantage of these sources is to
generate electricity without emitting pollutants and without being required any kind
of fuel. There are many factors that affecting the operation and efficiency of photo-
voltaic based electricity generation systems such as photovoltaic cell technology, en-
vironmental conditions and the selection of required equipment [2]. The efficiency,
defined as the proportion of energy output and accidental solar radiation on photo-
voltaic panel is an important factor direct effect on optimal design of each "solar sys-
tem".

For these characteristics this paper is focused on main global factors that should
be taken into account when modeling the efficiency of PV systems, their design and
maintenance

2. GENERAL TYPES OF FACTORS

The factors that significantly affecting the operation and efficiency of photovol-
taic based electricity generation systems are: photovoltaic cell technology, environ-
mental conditions and the selection of required equipment

2.1. Influence of species photovoltaic technology

» Monocrystalline silicon cells — these cells are made from pure monocrystalline
silicon. In these cells, silicon is a single continuous structure of the crystal lattice,
with almost no defects or impurities. The main advantage of monocrystalline cells is
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their high efficiency, which is usually around 15%. The disadvantage of these cells is
complicated production process required to obtain monocrystalline silicon, which
results in slightly higher costs than those of others technologies [7]. Crystalline
silicon technology is well established for photovoltaic modules and have a long run
time /20 years and over/ [9].

» Polycrystalline silicon cells — less expensive polycrystalline silicon material
passes through the expensive and energy-consuming process of improving the crystal.
Polycrystalline cells are manufactured by many grains of monocrystalline silicon.

In manufacturing process molten polycrystalline silicon is cast into ingots, which
are then processed into very thin layers and assembled into complete cells
Polycrystalline. Cells are cheaper to produce than monocrystalline cells because as
their production requires simpler manufacturing process. But they are, however,
slightly less effective, with an average efficiency being around 12% [7, 9].

» Amorphous silicon cells — generally the main difference between these cells
and the above is that instead of crystalline, amorphous cells are composed of silicon
atoms in homogeneous thin layer. Additionally that amorphous silicon absorbs light
more effectively than crystalline silicon which leads to thinner cells known as thin
film photovoltaic technology. The biggest advantage of these cells is that amorphous
silicon can be placed in a wider range of substances, said flexible. For these reasons,
thin film solar is approximately 15% market share, while the remaining 85% for crys-
talline silicon [10]. Their disadvantage is low efficiency, which is on the order of 6%
[7].

» Photovoltaic cells from Cadmium sulfide — the material silicon which then at-
tracts a lot of attention is cadmium sulfide. Transducers of cadmium sulphide are
considered particularly promising for the production of cheaper photo cells required
for large-scale photo electric conversion of solar energy. For their production using a
minimum amount of material as the layer is very thin, making them typical of thin
film photovoltaic cells. Moreover, they come from a polycrystalline material which is
initially at a low cost of monocrystalline silicon.

Voltage at idle of cells from cadmium sulfide is less than that of silicon is in the
order of 400-500 mV. Short circuit current is an order of magnitude to that of silicon.
The maximum electrical efficiency is between 8%+8.5%. Theoretical calculations
show that the maximum efficiency of photovoltaic thin cadmiumsulfidereaches 11-
14% [3].

» Photovoltaic cells from Gallium Arsenide — photo cells from Gallium Arsenide
have - higher efficiency than polycrystalline thin-film photo cells. There has been an
electrical efficiency of 13%, and according to various sources and 15%. The maxi-
mum theoretical efficiency is higher than that of silicon and amount 27%, Due to its
physical properties, this type of material is closest to optimal material used to make
photovoltaic cells. Furthermore, the voltage is significantly greater and at room
temperature reaches 1V. Since the reduction of voltage with increasing temperature is
a percentage of the initial voltage, it follows that in this type of photo cells that
decline will be considerably smaller. Althought of these advantages, a major disad-
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vantage is that arsenic is a rare and expensive material and expendable materials unit
appears to make more than cadmium sulfide photovoltaic cells [3].

» New directions photovoltaic — PV cell composed of a material can convert only
about 15% of the available energy to useful electricity. To improve performance, you
can use several cells with different band gaps that the technology is more complex
and therefore more - expensive. The latest trend in this direction in technology is the
productions of photovoltaic cells .Triple connected cells are significantly more
complex, respectively. More expensive, but with them to achieve 40% efficiency.
Photovoltaic cell consists of three layers of photovoltaic material found on one
another; each of them different in range captures sunlight.

2.2. Effect of environmental conditions

There are many different types of conditions and environmental factors that
directly or indirectly affect the efficiency of the photovoltaic system, and from there
directly on its attaching electrical system or node from the mains. Some of these
factors are:

» Temperature variations — Temperature is a parameter that has a great influence
in the behavior of the PV system, as it changes the efficiency of the system and its
output energy. With increasing ambient temperature respectively. Cell, its effective-
ness reduces significantly Fig. 1
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With increasing solar radiation, the voltage at idle and the current increase while
an increase in temperature of the cell, the voltage at idle decreases. Therefore
photovoltaic cells work much better in cold weather than in warm.

The calculation of the normal operating temperature of photovoltaic modules
using EU standards [4,5] is based on the calculation of the temperature of the module
through the application of "normal operating cell temperature” /NOCT/:

E
Ty =T, +(NOCT -20)*— 1
w =Ta )* 200 (1)
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m2

where: T — The temperature of the environment °C; E - Solar irradiation {ﬂ} ;
NOCT —-49 [°C]

Introduced is the indicator "energy efficiency of the photovoltaic cell” - ...[5],
which is calculated using the point of maximum power-Pmax of photocell divided the
product of the surface area of the cell and the intensity of sunlight falling on it, under
standard conditions test:

P

— max 2
rre s (2)

By increasing the temperature of the cell reduces efficiency of the module.

» Irregularity of the incident light — The power of solar power systems depend on
the intensity of solar radiation. Equability of sunshine the solar panels determined
their hight efficiency. If a photocell included in the composition of the solar panel is
illuminated with a low intensity of neighbor elements, it forms called “parasitic
load” and reduces the total power generation of the panel. To ensure maximum
performance and high efficiency, the solar panel must be exactly navigate to the sun
so that the sunlight falling is angled 90 degrees to the photovoltaic panel. Therefore,
system an automatic monitoring position of the sun are widely used. For the latitude
of Bulgaria according voltaic orientation of experimental studies must be within 32 to
35 degrees, which provides maximum electricity during the summer months.

» Wether conditions — dust and dirt that accumulates on the surface of PV
modules of the block sunlight as a result of reaching a reduction of the total amount
produced by the solar power plant. Although typical dirt /dust/ clean during rainy days
and months, it is a realistic assessment of the performance of the system must take into
account the accumulation of dust during dry no rain days. Studies conducted Indicating
modules dust accumulation show that 100W unit, working with some accumulated dirt
/dust like/ can spend an average of 79W [6]. The attempts made for a period of six
months in the territory of Sliven reported a drop in total electricity of stationary
photovoltaic park built by 3MW, with 1.5% as a result of contamination by dust.

2.3. Influence of system facilities

The main facilities in important influence on the efficiency of photovoltaic
systems as a whole are: inverters and batteries.

> Inverters are used to convert DC electricity produced AC. Depending on their
structure , they are single-phase and three-phase. Each of them is characterized by an
energy conversion efficiency [7]. The main task is to invert also maintain constant
AC voltage of invert part as possible — efficiency:

77_ — Pout :VAC I AC COS ((0) (3)
P‘ VDC I DC
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where: cos () is the power factor;
I and V. are current respectively voltage of input side of the inverter. The

efficiency of the inverter, thus the photovoltaic system as a whole, have a significant
effect: the temperature of the environment, requirements for dust and moisture
resistance, and electromagnetic compatibility standards [8]. Photovoltaic inverter
manages the park, setting the hours of turning the system set up, respectively
accession to the electric grid. When batteries are used in conjunction with a
photovoltaic system, they must be located in an area with no sudden extreme
temperature changes and adequately ventilated [2]. Energy produced during the day
is not consumed by the loads is stored in batteries and thus saved electricity could be
used at night, on days with bad weather, or to cover the peak load peaks. For these
features to work, the batteries operate under frequent charging and discharging,
which is on the requirements placed on them are higher than conventional batteries.
Controllers control charge and discharge the battery, working with photovoltaic
systems "dosed" exchange flow of energy to be so that there is optimum voltage of
the photovoltaic system at any point in time.

However, in many cases, the voltage at the terminals of the batteries may not be
the optimum operating voltage for photovoltaics , which property is mainly due to the
presence of controllers optimize the performance of photovoltaic module, so that it
always works in the point of maximum power independently of battery voltage [7].

3. CONCLUSIONS
From these representations could be summarized the following conclusions:

» The main problem of the photovoltaic cells is that they are less effective if their
position is not selected properly.

» With the increase in sunlight and avoiding shading increases their efficiency,
while it is necessary to take measures to reduce the temperature of the cells using
forced cooling and greening of the area under the photovoltaic array.

» Knowledge of different factors influencing photovoltaic plants contribute to the
creation of photovoltaic simulation tools through which could be a detailed analysis
of system performance in real field work.
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Abstract. The automated determination of power for medium voltage transformers, their number

and their optimal placement in residential settlements - small and medium-sized cities, villages
and resorts are considered. A computer-aided design program running under operating system
WINDOQOS 32 bit is developed. The programme was written in Turbo Pascal. It was developed
multivariate to determine the optimal number of transformer stations and optimal power of
transformers. The program determines the electrical load center, where it is recommended to
have transformer stations and the power supply substation HV / MV. The program aims to im-
prove the education of students in "Electrical Engineering™ in Faculty of Engineering and Ped-
agogy of TU - Sofia in the subjects "Electric power supply of settlements” and "Electrical net-
works and systems". The program can be used of designers, working in the field of electrical
supply of cities and resorts for developing and modernization of electrical networks for MV.
A methodological guide for the automated determination of optimal power of transformer and
the number of transformer stations is developed. The software product requires minimal com-
puter resources and knowledge to work with Windows, as well as basic knowledge in "Electri-
cal Engineering", "Electrical Networks" and "Electric power supply of settlements."

Keywords: CAD, power, substation, transformer, settlements.

1. INTRODUCTION

Need to improve the training courses "Electrical Engineering”, "Electrical settle-
ments" and "Electric Networks and Systems" requires the use of modern technical
equipment, computer systems and programs for engineering automation [2, 3]. The
use of computers in engineering education has proven its benefits in recent years.

The use of a computer design of electrical networks and systems, and in particular
the automation of the process of determining the number and location of power trans-
former stations available to power supply with electricity of customers in settlements
Is discussed.

This article discusses a computer program to automate the process of designing
electrical distribution networks for medium voltage in the training of students. It im-
proves the level of understanding of the material in the conduct of exercises and de-
velopment of project assignments.
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2. DESCRIPTION OF THE PROGRAMME

The computer program includes: main program, process control and corrections;
help procedure; procedure for displaying the results and input-output procedure of
connections with WINDOWS.

The primary program code is written of the language PASCAL [4]. It was devel-
oped in the 32 bit version. The program has the opportunity to develop and introduce
new units or replace existing procedures.

Software product requires minimal computer resources and knowledge to work
with Windows, as well as basic knowledge in "Electrical Engineering", "Electrical
Networks" and "Electric power supply of settlements".

The main program contains a module for calculating. It liaises with the various
procedures and ensures their successful completion.

After launching the program menu is displayed on the computer screen. The first
option on this menu is a procedure to help how work the program - Fig. 1.
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CTPAHMUA HAMPEeA,aX0 HEe Ce HAMMPATE HA XaPTaTa;

Fig. 1

On the basis of the procedure for help was developed and methodological guide
for preliminary information about the program.

To determine the locations of transformer stations shall be assumed the city plan
of the settlement and construction features of buildings. Also be considered and the
condition they are located in the basements of public buildings (shops, kiosks and
etc.) and individual buildings (if this is possible and costly implementation) or com-
pleted transformer substation (externally available).

On the first stage determines the calculation load of the unit power substation.
The computing load in accordance with the other probably-statistical method is de-
termined. Finally it is defined as the average load of the two methods.

The maximum active and reactive power of the power substations HV / MV is de-
termined by the expression [1]
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Pmax

Praxre = KoaKag ' kW (1)
Qmax

Qmaxre = KozKog' KVAr, (2)

where: : K,; and K,, are coefficients of simultaneity of loads network level MV /
Power substation and level power substation / MV network, their values are set in the
range 0.90-0.95 and 0.85-0.9, respectively.

Then the module of the full maximum power is determined

SmaxTPz maxTF +ijaxTP (3)

max TP| ‘\/ maxTF + Qr%]ax TP kVA

Optimal power transformer station s, be determined for the case of a uniformly
distributed load, as is the normal load in the settlements.

Sr=krpVo a | (4)

where: « is the number of LV terminals (380V) of a transformer station;

& is installed power of transformer station per unit length (1 km);

kre IS a factor, depending on the power of transformer stations, investment and
operating costs for the terminals of the power substation.

Terminals of the power substations are recommended to have LV cable (380 V).
The cables are laid on both pavements of the streets in four directions and taking
a = 8.

Power & depends of power of transformer substations S,...r», the length of the
streets in town and the average distance between power substations (in the opinion of
NEC accepts this distance to 600 m).

The coefficient k., is determined for two types of nominal power of transformers
in a power substation and five types of cross-sections of LV cables. Calculations are
performed with two types of transformers - with power 630 kVA and 400 kVA for
example. LV cable lines are calculated for the section of the cores of 50 mm? to 150
mmz.

The calculated optimum power of transformer station S; is rounded of the pro-
gram to the nearest standard value — 160 kVA, 250 kVA, 400 kVA umu 630 kVA.

Then the optimal number of power substations n in the settlement is determined

_ |Smaxrel
- Emaxre| ©)

The optimal number of power substations is rounded to an integer.
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The program performs multivariate design. The determination of optimum power
Sr and number n of power substations are done in two ways in the implementation of
two additional optimization criteria.

The first additional criterion is admissible loss of voltage in low voltage network.
It provides quality of delivered electrical energy.

Optimal power of transformer station s; in this case is determined by the expres-
sion

1
Sy =k, Y52 a? (6)

The coefficient k., is defined similarly, but taking account of permissible voltage
loss in LV networks, specific electrical resistance of the wires and the power factor of
the network.

The second optimization criterion is permissible heating of wires in grid to low
voltage. It ensures reliable power supply.

Optimal power of transformer station S; in this case is determined by the expres-
sion

1
Sp =k, 2 V8 a? @)

The coefficient k., is defined similarly, but takes into account investments in
low-voltage power lines and the number of terminals of a transformer station.

Finally are selected, the optimum power and the number of power substations of
one of three criteria.

The calculation procedure includes determining locations of power substations. A
total area of the regulatory settlement sy, is inserted. The area supplied by a trans-

former station is determined as
F = SwmM

= (8)

For uniformly distributed electric load, the area of electricity from a transformer
station is assumed to be a circle with radius

R = \E km 9)

With adequate scale M (the default is set of 1:5000 scale) are plotted on the map

numbers n of circles of radius r
R

¥ = (10)

When the center of the circle is on regulated area, power substations are located
on the street.

The density of power substations in the central parts of the town is increased, be-
cause there is expected a higher growth of load.

Finally the location of the substation HV / MV is determined. It is situated in the
village near HV power transmission line 110 kV.
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The procedure for displaying the results performs the visualization of the de-
scribed above computational process. The performance of the procedure during the
execution of the program is shown in Fig. 2 and Figure 3.

na2

Fig. 2 Fig. 3

The procedure for reviewing and correcting data entry purposes editing entries.
The students can make changes to entered data, using the information for help and
after having ensured that the data are in acceptable for the design. If some of the data
are faulty, program invites students to correct them. The numerical values of the data
Is entered in point — "." or comma — ",". Thus are removed the system settings for
data format depending on the language — English or Bulgarian.

4. CONCLUSION

The CAD programme is developed. The programme determine the power for
transformers of medium voltage, their number and optimal placement in residential
settlements — small and medium-sized cities, villages and resorts.

It was developed for multivariate design, using three optimum criterions.

The program improves the education of students in "Electrical Engineering"” in
Faculty of Engineering and Pedagogy of TU - Sofia in the subjects "Electric supply
of settlements "and" Electrical networks and systems".

A methodological guide for the automated determination of the optimal power of
transformers and the number of transformer stations is developed.
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Abstract. There are many methods to diagnose the current state of the power transformers. The
electrical method of measuring of partial discharges in the volume of the power transformer
gives the maximum information that can be desired. In this paper, a new method, based on the
determining algorithm for analyzing the signals measured as well as on preparing the neces-
sary recommendations by the expert monitoring system, is suggested.

1. INTRODUCTION

This new method determines the state of the power transformer based on the area
of partial discharge appearance. The most important parameters regarding the final
software decision about the actual transformer state are the location of the partial dis-
charge, the partial discharge case and the transformer oil conditions.

The possible cases of partial discharge occurrence are A, B, C, D, E, F, G, H, J,
K, L, M and N. The possible locations of partial discharges are in the tank, windings,
leads, tap changer and the other. Only two cases of oil conditions are considered-
good and bad oil.

Failures are usually triggered by severe conditions, such as lightning strikes,
switching transients, short-circuits, or other incidents. When the transformer is new, it
has sufficient electrical and mechanical strength to withstand unusual system condi-
tions. As transformers age, their insulation strength can degrade to the point that they
cannot withstand system events such as short-circuit faults or transient overvoltage
[1, 2].

To prevent these failures and to maintain transformers in good operating condi-
tion is a very important issue for utility companies. Traditionally, preventive routine
maintenance programs combined with regular testing are used. With deregulation, it
has become increasingly necessary to reduce maintenance costs and equipment in-
ventories. This has led to reductions in routine maintenance. The need to reduce costs
has also resulted in reductions in spare transformer capacity and increases in average
loading. There is also a trend in the industry to move from traditional time-based
maintenance programs to condition-based maintenance [1, 2].

These changes occur at a time when the average age of the transformers in service
is increasing and approaching the end of nominal design life. The change to condi-
tion-based maintenance has resulted in the reduction, or even elimination, of routine
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time-based maintenance. Instead of doing maintenance at a regular interval, mainance
is only carried out if the condition of the equipment requires this. Hence, there is an
increasing need for better nonintrusive diagnostic and monitoring tools to assess the
internal condition of the transformers. If there is a problem, the transformer can then
be repaired or replaced before it fails [1, 2].

In a substation, the condition of the oil can be examined using Dissolved Gas
Analysis (DGA). It has only been performed in a lab, where at first the oil sample is
degassed followed by a gas-chromatographic analysis of the extracted gas sample.
Then, the composition of the gas mixture and the total amount of extracted gases is
analyzed. This method gives precise and reproducible results, thus reliable results are
achieved. The result of such a transformer examination is nevertheless influenced by
the quality of the oil sample that is used for DGA [3].

The gasses that are dissolved in the insulating oil are energy generated due to a
fault, thus resulting in the partial or complete destruction of the Hydrocarbon molecu-
lar chains of the insulating oil. The fractions consist of:

- Hydrogen H,

- Methane CH,4

- Ethane C,Hgq

- Ethene C,H,4

- Ethine C2H2

- Propane C;Hg and

- Propene C;Hg,

Due to the de-polymerization of the solid paper insulation additionally:
- Carbon Dioxide CO, and
- Carbon Monoxide CO

are generated.

The atmospheric gases:

- Oxygen O, and

- Nitrogen N,
are dissolved in the insulating liquid as well if the transformer is of breathing type
and is exposed to the environment [3].

As long as the concentrations of the dissolved gasses do not exceed certain limits
or changes in oil solubility, the composition of the dissolved gases can be used for
analysis if the ratio of their content is evaluated.

This relation is dominated by the form and amount of energy that has been ap-
plied in the transformer failure, thus thermal faults and electrical faults can be distin-
guished. A more precise distinction between the sizes of the failures and the level of
concentration of gases is also specified in the standard IEC 60599.

In our case, the results from the chemical conditions of the oil could be summa-
rized as GOOD OIL (if the concentrations of the gases are in compliance to standard
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IEC 60599) or BAD OIL (if the concentrations of the gases are not in compliance to
standard IEC 60599). These results are used in the decision module where the opera-
tor takes the final decision regarding the emergency of the partial discharge that is
detected. In substations, information for the condition of the oil is provided by tech-
nical labs in six month intervals.

2. SOFTWARE SYSTEM RUNNING

The software program responsible for the decision regarding the status of the
transformer is developed in Visual Studio.

It has to be set the settings for the next parameters: case of PD occurrence, partial
discharge location and oil condition. The software determines the level of criticality
of the power transformer state.

» Step 1 — Press the button “START DECISION MODULE” and the following
window will appear:

Step 1 is common for all tests.

» Step 2 — Depending on the input data, we will have the following situations:
e Status WORK — Input data:
— Case of PD occurrence: A
— Partial discharge location: TANK
— Oil condition: Good

Output data:

Status message: WORK

Status ATTENTION — Input data:
— Case of PD occurrence: C

— Partial discharge location: WNDG
Oil condition: Good

Output data:

Status message: ATTENTION

Status DANGER - Input data:

— Case of PD occurrence: C

— Partial discharge location: LEADS
Oil condition : Bad

Output data:
Status message: DANGER
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3. CONCLUSION

In this paper a new PD methodology were described. This kind of logic is ap-
proximately new and in progress. This new way provides meaningful and additional
information for PD analysis. The software based on the prescribed algorithm for ana-
lyzing the signals measured as well as on preparing the necessary recommendations
by the expert monitoring system.
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Abstract: The considered DC/DC buck converter controller is based on the classical (general) sliding
mode control (SMC). The simulations are made for two different a called convergence factor. It is
shown that the controller with higher o has faster dynamic response and the speed of voltage re-
sponse is proportional to the magnitude of the coefficient a.
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1. INTRODUCTION

Switched Mode DC/DC converters are essential for efficient conversion of the
battery voltage to various supply voltages, needed to perform every function with
minimum power drain. With a DC/DC converter a variable battery supply voltage can
be converted to an optimal supply voltage for an application.

It is known that the switching DC/DC converters are highly nonlinear plants with
uncertain parameters and inevitable and significant perturbations during operation.
The control in high performance DC/DC converters requires not only to ensure sys-
tem stability but also to achieve a rapid response to sudden changes of the load, to
achieve good regulation.

In this contribution a DC/DC buck converter controller based on conventional
sliding mode control (SMC) is considered [1] — [3].

The paper is organized as follows. In the next section we consider the analytical
model of buck DC/DC converter. In section 3 we consider the basics of the general
(conventional) sliding mode control for buck DC/DC converters. We present a Simu-
link model of a buck DC/DC converter controller based on the general SMC in sec-
tion 4 and the simulation results in section 5. The concluding remarks are given in
section 6.

2. ANALYTICAL MODEL OF THE CONVERTER

Figure 1 shows a sliding mode controlled buck DC/DC converter.
We sense the output voltage v, multiplied by appropriate coefficient
B=R,/(R +R,) that is subtracted from the reference voltage V,, (voltage error).

That forms our first state variable x; (voltage error).
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X, =V, = By, (1)
Q A Ly I,
Ll
R, +
4 <t> D C— §RL Yo
. R
Ie Jc>— 2 -
y
-p/C Lo
T i
Controller | < O<—ref
1 +

Fig. 1. Sliding Mode Controlled Buck DC/DC Converter

The rate of change of the voltage error x; is our second state variable:

Dy __ple @)

=X =-f C

The differentiation of equation (2) with respect to time gives

__ﬁah'L+ £ adv,

' Cdt R,C dt

€)

Based on the state space averaging method [4], [5] and [6] we can write
v, =uV, —v,. Taking into account that v, = L(di, /dt) we obtain
di

L :V_L:uV;_Vo

dt L L )

where u is the control input that can be 1(switch Q is ‘ON’) or O(switch Q is ‘OFF”).
When we substitute (4) in (3), we get

y
xz:—ﬁ(“V;)—Lxl—szJf <
LC LC R C LC

L

)

3. SLIDING MODE CONTROL FOR BUCK DC/DC CONVERTER

In sliding mode control the controller employs a sliding surface or line to decide
its control input states u, which corresponds the turning on and off the power con-
verter’s switch, to the system:

S=oax +x, (6)
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where o is a positive quantity in some literature called a convergence factor and is
taken to be

(7)

1
oa=—-
R,C
Graphically the sliding line is a straight line on the state plane with gradient o that

determines the dynamic response of the system in sliding mode with a first order time
constant 7 =1/« .

xzn
S>0
u=1
X
S<0
u=0 S=ax +x,

Fig. 2. A diagram of sliding mode control

To ensure that a system follows its sliding surface, a control law must be im-
posed:

_J1="ON" when § >0 )
" |0="OFF' when S <0
The existing condition for sliding mode [2], [6] is:
Y S <0 forS>0
S_{S>O for §<0 ©)
Based on this we get the following expression for S:
. V.
S = ax, + X, :ax2+x2:ax2—i(uVl_)—Lxl— 1 x, + =L (10)
LC LC R,C LC
Depending on S and u the state space is divided into two regions
region 1: S>0and u =1
: V.
S =|la—-t e~ L wr)-Lx 2 <o (11
R C LC LC LC

region 2: S<O0andu=0
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S, =|la- X, ———Xx, + >0 (12)
R,C LC LC

Sliding mode will only exist on the portion of the sliding line that covers both of
the region 1 (S, <0) and region 2 (S, > 0) [6].
From one side the speed of the system increases with increasing of a (sliding line

become steeper), but from other side the existing region of the sliding mode de-
creases that can cause an overshoot in the voltage response (a >>1/R,C) [6].

4. A SIMULINK MODEL OF A DC/DC BUCK CONVERTER CONTROLLER
BASED ON THE GENERAL SLIDING MODE CONTROL

Based on the general sliding mode control law and on the above calculations it is
designed a Simulink model of a buck DC/DC converter controller shown in Figure 3.
The parameters of the converter are: V; =3.7V; L=10pH; C=50uF; Ry (om=10€2.

Wi

|
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1iL 1
i i W0 = Vaut
: Tl lioooon DLl Ay it 20000 il aut L]
.l_i. s ! s ni
Switch Int t: Int tor
wite — ntegrator G ain ntegrator Scope WO
o | ) 1RL

Constanti

-betasc

o)

F 3

10000 (g

&
4
&

Scoped Relay 3aing

alpha beta
1000 = 4

Gaing W oref Gaind

06

Constant?

Fig. 3. A Simulink model of a buck DC/DC converter controller.
The parameters of the converter are: V; =3.7V; L=10puH; C=50uF; Ry (nomy=10£2.

5. SIMULATION RESULTS

The simulations are made for two different cases: when a=6000 and when
a=2000.

Figure 4 shows the output voltage response in the case when a=6000. The other
parameters of the controller are: V,.,~0.6V, =0.5.
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We start the simulation with a nominal load of 10€2, than apply a step load change

to 2Q) at time ¢ = 5 ms and step load change to 20€2 at time ¢ = 8 ms.

Figure 5 shows the changes in the inductor current.
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Fig. 7. Inductor current changes in the
case when a=2000

x 10

the case when a=2000

Fig. 6. Output voltage response in
Simulation results show that the controller with higher a has faster dynamic re-

sponse and the speed of voltage response is proportional to the magnitude of the coef-
ficient a. The objective for further research is to design a scheme in PSpice based on

the presented Simulink model.

6. CONCLUSIONS
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CHUHTE3 U AHAJIU3 HA HUCKOYECTOTHHA
N BUCOKOYECTOTHU AKTUBHHU BUKBAJIPATHH
OUJITPOBU 3BEHA C U3IIOJI3BBAHETO HA MATLAB
N MICROCAP

1 Y 2
Tansa Memoouesa Cmoanosa , Aopuana Haiioenosa bopooiicuesa

1KaTez[pa ,, | €OpETUYHA U U3MEpBATEIHA EJIEKTPOTEXHUKA , 2KaTez[pa »» | IEKOMYHUKAIIUN
Pycencku ynusepcurer ,,Auren Kenues”, bvarapus, 7017 Pyce, yin. ,,Ctynentcka” Ne §,
Ten.: (00359 82) 888 502, (00359 82) 888 734,

e-mail: 'tstoyanova@uni-ruse.bg, “aborodjieva@ecs.uni-ruse.bg

Pe3ztome: B masu ny6/1ul<ab;uﬂ ce Cunmesupam u aHaausupam HUCKO4eCmomHru U 6UCOKo4ecmontu

akmueru ouxeadpamuu @uimposu 3eena. Toea ce u38vpuiea nNO 3a0a0eHaA HOPMATUUPAHA

npeoasamenua QYHKYUs no HanpesceHue U npu U38eCmHU HOpMUpaujo CbnpomueieHue u epa-
Huuna wecmoma. Cunmesvm ce peanusupa upes npocpamama MATLAB, a ananuzvm na npo-
ekmuparume uampu cied usbopa Ha CMaHOapMHU CMOUHOCMU HA CONPOMUBTIEHUAMA HA pe-
3ucmopume u Ha Kanayumemume Ha KOHOEH3AMopume 6 CUHMe3UPaHume 8epui ce U3sbpuied

upes npoepamama MicroCAP, usznonzeana 3a cumynayus Ha aHaio2o08u u yugposu eepucu. Pe-

syaimamume e OvOam u3noON36aHU 8 npoyeca Ha 06ylteHue no ()UCI/!UHJZI/IHCZI’I’ZCZ ,,KOMyHuKaI/}M-
OHHU eepucu ”, usydaeana om cmydeHmume om cneyuaiHocm ,,TeﬂeKOMyHuKaI/;MOHHu cucme-

mu” om obpazosamenno-keanuguxayuonnama cmenen ,, baxanasvp”.

Knrouoeu oymu: Ananus, cunmes, akmusHu OUK8aOpamuu huimposu 36eHa.

1. BbBEJAEHHUE

Pasraexxnanute akTuBHU GUIATPOBH OMKBaApaTHH 3BeHa [2, 3, 4] ca u3rpaaeHu ot
€/IMH OMEepPalMOHEH YCUJIBATEN, PE3UCTOPH U KOHJEH3aTOPH.
B 1ab6un. 1 ca nagenu HopManu3upaHuTe MpeaaBaTeHl (QYHKIMU 110 HAIpeKeHHe
Ha aKTUBHU HUCKOYECTOTHH U BHCOKOYECTOTHH (MITPU OT BTOPU pPel, KAaKTO U TAX-
HaTa mpeaaBaTenHa (QyHKIUS, 3amucaHa uype3 KoeuiueHTa Ha YCUIIBaHE B JICHTaTa
Ha MpoIryckaHe k,, KpbroBaTa rpaHUYHA YeCTOTA (O, U MOJIIOCHUS KaueCTBEH (PaKTop

QO na te3u duntpu [2, 3, 4].

Taba. 1. [IpegaBatenan ¢pynkiuu o Hanpexxenne Ha HU® u BUD ot BTOpH pen

AKTHBHH QUJITPH OT BTOPHU pe

2 2
Huckouectoren Gpuarbp T(p)= H.!p2 +a ) T(p)= k (p + 0 )

(HU®) D b p+b, p2+‘;cp+cof

k,
Bucokodecroren Gpuatsp T ap ’ r (p) = of

= ®
(BI®) (») p’+bp+b, P’ +§Cp + (’%2
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2. CbCTOSHUE HA ITPOBJIEMA - AHAJIN3 U CUHTE3 HA HUCKO-
YECTOTHM U BUCOKOYECTOTHM AKTUBHHU ®UJITPOBHU
BUKBA/IPATHHU 3BEHA

— Ha ¢ur. | e mamena cxemara Ha aKTHBHO
OukBaapaTHO (PUATPOBO 3BeHO. B myOnuka-
" nusATa ce mpeajararT METOJMKHM 33 CUHTE3 Ha
% HHCKOYECTOTHM W BHCOKOYCCTOTHH (UITpH,
KaToO ca MOCOYEHH MU YCIIOBUATA 3a MPOEKTHU-
panero uM. B [5] upe3 Teopusara Ha curHai-

HuTe rpadu [1] e u3BeAeH aHATUTUYHUAT U3-

pa3 3a mpegaBaTenHata (PyHKIUS Ha TIPOEKTHU-
panute OukBaapatHu GuiaTposu 3BeHa (bD3).

Cnepn oTuMTaHe Ha YCIOBHETO 32 pealn3u-

®ur. 1. Cxema Ha GUKBaIpaTHH paHe Ha mnpenaBaTeiaHa (YHKIUMS Ha HHUCKO-
aKTUBHU (PUIITPOBU 3BEHA C CIIUH YECTOTEH TMOJIMHOMEH QWITHpP, 3a KOWTO
OTICPallHOHCH yCHIIBATCIL Y, = pC; ¥ Ha BHCOKOYECTOTEH IOJIMHOMEH

Bxon

buiThp, 3a KOlTO Y, = G, U Clel HAKOJKO IpeodpasyBaHus [5], ce monydaBaTr u3-
pasuTe 3a Te3u QYHKIINH, TOKa3aH! B TaOm. 2.

Taba. 2. [IpegaBaTenau GyHKIIUA HA HUICKOYECTOTEH M BUCOKOYECTOTEH
MOJTMHOMHHM (pUATPH, CHHTE3UpaHH 1o cxemaTa Ha bD3 ot ¢ur. 1

[IpenaBarenna GpyHKIMS Ha HUICKOYECTOTEH MOJIMHOMEH (DUITHP

C,.C,.G,—G,.C,(C, +C, ). JETCCC (G, +Gy) }
G,(C,.C, +C,.C, + C,.Cy) C,.C,.G, —G,.C5(C, +C,)
G,(C, +C,)+G,(C, +C;)+ C,.G, _ G665
P ep. G, 4 G, (G, +Gs)
C,.C, +C,.C;+C,.C, C,.C, +C,.C; +C,.C,

T(p)=

[IpenaBarenna GpyHKIMS Ha BUCOKOYECTOTEH NOJTUHOMEH (QUITHP

p2+G4 +G5 G3—GI'G6
T(p)= GG G,
pz + p{G4+ (G3 +G, )(1 +1j _ G,.G; } N (G4 + G ).(G3 + G6)
C, C, G, C,.G, C,C,
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3. PE3YJITATH

Aneopumvm 3a cunmes u AHAAU3 HA HUCKOYECTOMHUME U GUCOKOYECTOMHUME
aKxmuenu ObUKeaopamuu uimposu 36eHa

1. BeBexnane Ha koeuuueHTure by, au b, B penaBaTeaHaTa GyHKIUS 110 HAIIpe-
xenue T’ ( p) Ha CHHTe3upaHuTe GuITpu (KoeuiMeHTuTe TpsaOBa aa ca MOJOKUTEITHH

qucoa, 3a J1a € U3IIBJIHEHO YCIOBUETO 3a YCTOMYMBOCT Ha cuctemara). [lpu npeiosxe-
HUTE MeToauKH 3a cuHTe3 Ha HUD u BU®D no-momny (Touka 2) ca MOCOYEHHU IMO-KOH-
KPETHUTE YCJIOBUS, HA KOUTO TPsiOBa /1a OTTOBAPSIT CTOMHOCTUTE HA KOS(PUIIMEHTHTE.

2. M3uucnsiBaHe HA HOPMUPAHUTE CTOMHOCTH HAa €JIEMEHTUTE Ha CUHTE3UPAHUTE
¢untpu. Cxemute Ha cunTesupanute HU® u BUD ca nokazanu Ha ¢ur. 2 u ¢wur. 3.

N R3 ! R3
Y 5 V 5 ouT

o 1 (657 - 1 c2

i i I i
E RS
R4 RE
R]U_ = s E E
®ur. 2. HuckouectoTen @ur. 3. BucokouecToreH
MTOJTMHOMEH (PHITHP MOJIMHOMEH (DUIITHD

[TapameTpuTe Ha €IEMEHTUTE B CXEMATa Ce MOJIy4aBaT OT PELIEHUETO Ha CHCTEMHU
ypaBHeHus (3a HU® — cuctema ot 5 ypaBHEeHHS ¢ 8 Hen3BecTHH, a 32 BU® — cucre-
Ma OT 4 ypaBHEHUS C 8§ HEU3BECTHH).

[Ipu peiiaBaHeTO Ha CUCTEMHTE CE€ MPUEMa CIEJHOTO YCIOBHE 32 MPOCKTUPAHE:
€IHaKBU KamaluTeTH B cxemara (KaTo HOpMHUPAHU CTOMHOCTH) W/WIIM €IHAKBU MPO-
BOJAMMOCTH B CX€Mara, a UMEHHO:

e 3a HUD - C, =C, =(C; = C; uzbupar ce Hopmupanu croiHoctu 3a C u Gi;

e 3a BUD - C,=C,=C u G, =G, =G; u3dupar ce HOpMUPAHU CTOHHOCTH 3a

CugG.

[Ipu cna3BaHe Ha yCJIOBUSATA 32 KOC(PUIUMEHTUTE HA HOPMAJIM3UPAHUTE TpeIaBa-
tenHu QyHkuuu (1adm. 1), nageHu B Tabi. 3, OT pelICHUsATa HA CUCTEMUTE CE€ IMOJY-
yaBaT U3pa3UTe 3a MapaMeTpUTE Ha €JIEeMEHTHUTE B cxemara (Tabi. 4).

1. BpBexxaaHe Ha CTOMHOCTTa HA HOPMUPALLIOTO CHIIPOTUBIIEHUE R, .

2. BpBexkaane Ha cpssBamata yectora f, 3a HU® unun BU® n usuucnsaBane Ha
HOpMHpaIlaTa KpbroBa 4ecToTa M, = 21f, .

3. U3uucnsaBane Ha ACHOPMHUPAHUTC CTOMHOCTH Ha €JICMEHTHUTE Ha ABYIIOJIFOCHHU-
ouTe:
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~ 32 PE3UCTOPHUTE — MONYIECHUTE CTOWHOCTH 3a ChrpoTusieHus R, =1/G, 3a
k =1...6 ce yMHOXkaBaT C HOPMHUPAIIOTO ChIPOTUBJICHHUE R ;

— 3@ KOHJIEH3aTOPUTE — IIOJIyY€HUTE CTOMHOCTH 3a KallalUTETU Ce pa3aessaT Ha
IIPOU3BEACHUETO My .R,, .

TabJ. 3. YcnoBusi, Ha KOUTO TPsOBA J1a OTTOBAPAT KOSHUIIUCHTUTE
Ha HOpMaJM3UpPAHHUTE TpeAaBaTeHu (yHKIUU OT TaduI. 1

s H=—"<—.
3b, a 3

-b, | 6ab,
2a \a-3b,

a a—
: 12 2. -
3aBUD | a<by; (by—a)|= <b <(a+bhy),~: H=1.
a a

a—b, | 6ab,

3aHU® | a>3by; & <b, <

Ta6a. 4. 13pa3u 3a napaMeTpuTe Ha €IEMEHTUTE Ha CUHTE3UPAHNUTE
OoukBaapatHu 3BeHa HAa HU® u BUD

G, 26 G _c 3by(a—3by)
a—3b, 2a
s e 2ab 6ab, 6ab,  2ab
G,=C| Z_ [ 2% | G )2 | 2% 247
a—-b, \a-3b, a-3b, a-b,
b _
G3=C\F. ot 6 -C b1+2\F.a bo |,
2 2a 2 2 a
3a BUD
G5=g 2\F.”’+"°—b1 . G =C\F.b°‘“.
20V2" 4 2" 2a

4. V360p Ha cTaHAAPTHU CTOMHOCTH Ha €IEMEHTHUTE Ha QUITHpA.
5. U3BexxnaHe Ha mpefaBaTtesiHUTe (QYHKIMU 1O HampexeHue 7T (p) Ha HUO u

BU® crorBeTHO OT dur. 2 u ¢ur. 3 (11e ce moyrydaT u3pasure, AaJcHU B Ta0I. 2).
6. N3uucnsBane Ha koeduimeHTa Ha ycuiaBaHe H B JIGHTaTa Ha MPOIMyCKaHe, HA
MOJIIOCHUA KauecTBeH GaxkTop (), Ha cpsA3BallaTa 4ecTora f, M Ha yecrorara ¢ Oe3k-

paitHo ronsimo 3atuxBane f,, 3a HU® u BU®, cnen nzbopa Ha CTaHIApTHU CTOMHOC-

TU Ha eJIeMeHTUTe (M3pa3uTe ca MokKa3aHu B TabIIL. 5).

7. CUMyaliMOHHO HW3CIieIBAHE Ha CUHTE3UPAHUTE (QWITPH C HU3MOI3BAHE HA
nporpaMuusi mpoaykT MicroCAP — n3uepraBaHe Ha aMIUIMTYTHO-4E€CTOTHATA XapaK-
TEpUCTHKA, ONpenessiHe Ha napamerpure H, O, f. U f, OT cHeTaTa aMIUIUTYIHO-

YECTOTHA XapAKTEPUCTHUKA U CPABHEHUE C TIOJIYYEHUTE OT U3UUCIIIBAHETO B TOYKA 8.

Pazpabotenu ca ckpuntoBe Ha MATLAB [6] 3a u3uncisiBaHe HA HOpMaIU3UPa-
HUTE U JICHOPMAJIU3UPAHUTE CTOMHOCTH HAa KOMIOHEeHTUTE 32 HU® n BUD mnipu 3a-
JajzieHa HOpMUpaHa npejaaBarenta GyHKIUS 110 HalpeKeHHeE.

Ilpumep: TlpoexTpane Ha HUCKOYECTOTHU M BUCOKOYECTOTHU OMKBAJIpaTHU aK-
TUBHU (UITPOBH 3BE€HA OT BTOPH pej ¢ IpaHW4Ha 4yectoTa f, =1kHz u HOpMmupaHa
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npeaaBaresiHa QYHKIUS MO HamnpexeHue 1’ (p) JleHopManu3upaHeTo MO 4YecToTa U
110 CBHIIPOTHUBJIICHUE CE U3BBPIIBA C HOPMUPAILO ChIIpoTUBIIEHUE R, =10 kQ). Pesyn-
TaTUTE ca TMokKazaHu B TaOim. 6. Cnen ToBa € WM3BBPIIEH HM300p HA CTaHIAPTHU
cToitHoCcTH 10 ckanaTta E-24, kouto ce u3non3sat npu cumyianusta ¢ MicroCAP [7]

3a U34epTaBaHe Ha aMIUTMTYAHO-Y€CTOTHUTE XapakTepuctuku (B dB) Ha mpoektupa-
Hute puirpu (Tadmn. 7).

Ta6u. 5. Uspasu 3a mapamerpure H , Q, f. u f, Ha cuaTte3npanute
OoukBanpatHu 3BeHa Ha HU® u BUD

o, = G3'(G4+G5) ,rad/s , fczg,Hz;
C,.C, +C,.C; +C,.C, 21
0, = G,.G,{G, + G) ,radls » f., = RNy o
C,.C,.G,—G,.C,(C,+C,) 21
3a HU® o ©,(C,.Cy+C.Cy +C,.Cy) ,
N C,G,. G,
G;(C, +C,)+G,(C, +C;)+C;.Gs -
2
-GGG, - G.G(C+C,)
G,(C,.C, +C,.C,+C,.Cy)
o, = (G4+G5)'(G3+G6),md/s, ﬁ,:&,HZ;
C,C, 21
G, + G G,.G, ) _
0, = G, — ,rad/s =—=,Hz;
3a BUD \/ e, ( el /. Py
0= O, ; H=1.
§+(G3 +G6).(1+IJ—G1‘G5
C c, C,) C.G,
Taba. 6. Pesynratu ot npoektupanero Ha HU® u BH® c MATLAB
Tun Ha Hopmauu- JleHopMmanu3upaHu CTaHvﬂapTHH
dbrrrspa 3UpaHu CTOHHOCTH CTOMHOCTH 3abenexka
CTOWHOCTH (E-24)
R, =1 R, =10 k2 R, =10 £Q 7 )_0,2,(p2+5}
R,=02000 | R, =2k R, =2 kO D o+
R, =1,2910 Ry =12,9099 kQ R, =13 kQ H=02,0=05
— R, =08873 | R, =8.8730kQ R, =9,1kQ
R, =03642 | R, =3,6417 kQ R, =3,6 kQ H=02
C, =1 C, =15,9155 nF C, =16 nF f. =991,7398 Hz
C, =1 C, =15,9155 nF C, =16 nF £, =22176 kHz
C, =1 C, =15,9155 nF C, =16 nF 0=10,5020
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R, =1 R, =10 kQ R, =10 kQ ( ) pr+0,2
T(p)=_£ T%=
R, =1 R, =10 kQ Ry =10kQ | “VP)= 55
R, =1,0541 R, =10,5409 kQ R, =11kQ H=1,0=0,3333
BYD R, =4,2537 R, =42,5371 kQ2 R, =43 kQ

Ry =2,5166 Ry =25,1657 kQ R,=24KkQ | g=1
R, =1,5811 R, =15,8114 kQ Ry =16 kQ) | f.=992,7120 Hz

C =1 C, =15,9155 nF C,=16nF | f,=427,1952 Hz
C, =1 C, =15,9155 nF C,=16nF | 0=0,3460

Ta6a. 7. Pesynraru ot u3cnensanero Ha HU® u BUD ¢ MicroCAP

T

=107 =0,1998 ~ 0,2

YcuniaBaHe B JieHTaTa Ha MMpomyCcKaHe:

ZOIgHsz:>H=1()%:10 20 _

—-13,988

YcuiBaHe B JieHTaTa HA NnmpomyCckKaHe:

T, -0,011

20lgH =T, = H =102 =10 2
=107%0%% = 0,9987 ~ 1

HY®D BYD
Koopaunatu Ha JieBUst Mapkep: Koopaunatu Ha eBusi Mapkep:
f.,=2217kHz T, k6 =-56,284 dB f.,=425,562 Hz T, =-32,581dB
Koopaunatu Ha gecHust Mapkep: Koopaunatu Ha necHust Mmapkep:
£, =100,000 kHz T, =—13,988 dB £, =100,000 kHz T, =—0,011dB
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Koopnunatu Ha neBust Mmapkep: Koopaunatu Ha neBust Mapkep:
£, =10,000 Hz T, =—0,001dB £, =10,000 Hz T, =—14,656 dB
I'pannyHa yectoTa Ha pUiaTHpA: I'pannuyHa yectoTa Ha puiarbpa:
2 2 2 2
0)OO 0 ('OCXJ 0
2OlgH2=TS:>2OlgHj:2=TS 201gH—2=TS:>201ng—2=TS
2 T, 2 T,
o0 20 H o0 50 H
Hj:2=102°:>f6=f0O = Hj:z=1020:>fc=foO =
‘ 1020 ‘ 1020
=2,217. 10°. 0’1_(??(5 =991,0337 Hz =425,562 % =088,7360 Hz
10 20 10 20
4. U3BOIM

1. B nyOnukanusara € onvcas aaropuTbM, 3a7105KEH B MPOTpaMeH MOJYJ, C U3MOJ-
3BaHe Ha MATLAB, cb31aneH 3a CHHTE3 M aHAJIM3 HAa HUCKOYECTOTHH M BUCOKOYEC-
TOTHU aKTUBHU OUKBaJgpaTHU (DUITPOBH 3BE€HA OT BTOPHU PEI C €IUH ONepaluOHEH
yCHUJIBaTell.

2. U3Benenu ca u3pasu 3a ImpenaBaTeIHUTE (PYHKIMU MO HANPEKEHUE HA CHUHTE-
supanute ¢puntpu. [IpencraBern ca u MOTyYEeHUTE U3pa3u 3a Cps3BallaTa 4YeCcToTa
3a 4ecToTrara, MpU KOSITO 3aTUXBAHETO € Oe3KpailHO TojsiMo, 3a Koe(UIMeHTa Ha
YCUJIBaHE B JIGHTATa HA MPOITYyCKaHE U 3a TOJIFOCHUS Ka4eCTBEH (haKTOP HA CHHTE3HU-
paHuTe QUITPH.

3. IIporpaMHUAT MOJyJ € MPUIIOKEH 32 CUHTE3 Ha KOHKPETHU HUCKOYECTOTHO U
BHCOKOYECTOTHO OMKBaApaTHU 3BeHA. Te ca cumynupanu Ha MicroCAP u Texuure
XapaKTEPUCTHKHU U TTapaMETPHU Ca TTOKA3aH! B MyOIMKAIIAATA.

4. Pa3paboTEeHUAT NPOrpaMeH MOIYJ MOXKE Ja MOCIYKH U 3a aBTOMaTHU3UpPAHE Ha
Mpoleca Ha TeHepUpaHe HA BapUAHTH Ha 3aJaHus 3a KypCOBH 3aJa4M MO JUCLUILIN-
Hata ,,3110 KoMyHHKallMOHHM BEpUTH’’, BKIIOYEHA KAaTO 3aJb/DKUTEIHA B y4COHHS
IJIaH Ha CHEIMATHOCTTa ,, | CJIEKOMYHHKAIIMOHHU CHUCTEMHU~ 3a 00pa30BaTEITHO-
KBIM(PUKALIMOHHA CTENEH ,,bakanaBbp”.
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CHUHTE3 U AHAJIN3 HA PEAKTUBHHU (LC) ®PUJITPU
C U3IIOJI3BAHETO HA MATLAB U MICROCAP

1 N 2
Tana Memoouesa Cmoanosa , Aopuana Haiioenosa bopooircueesa

1KaTez[pa ,» | €OPETUYHA U U3MEPBATEIHA EJIEKTPOTEXHUKA ,
2KaTez[pa ,, L elIeKOMyHUKaIun’, Pycencku ynuBepcurter ,,Anren KeHues”,
Boarapus, 7017 Pyce, yi. ,,Crynentcka” Ne 8, terr.: '(00359 82) 888 502, (00359 82) 888 734,
e-mail: 'tstoyanova@uni-ruse.bg, “aborodjieva@ecs.uni-ruse.bg

Pestome: B maszu nyboauxayusa ce cunmesupam u aHaiu3upam HUCKOYECMOmMHU, BUCOKOYECHOMHU,
Jaenmosu u 3azpaxcoawu guimpu — mun ,,K” (npomomunu) u mun “m” (nocnedosamento-
APOU3BO0HU U NAPaneIHo-nPou3sooHu). Toea ce uzevpuiéa npu U38eCmMHU HOMUHATIHO XAPAK-
MEPUCTNUYHO CoNPOMUBTIEHUE, 2PDAHUYHA (CPeOHa) wecmoma u Koeguyuenm m (camo 3a npous-
eoonume ¢hunmpu). Cunmezom ce peanrusupa upes npocpamama MATLAB, a ananuzem Ha
npoekmupanume Guampu cied uzbopa Ha CMAHOAPMHU CMOUHOCMU HA Kanayumemume Hd
KOHOeH3amopume 8 cuHmesupanume epuzu ce uzgvpuwiea upes npozpamama MicroCAP, us-
NOJI36AHA 30 CUMYLAYUSL HA AHAT0208U U Yupposu eepucu. Pezynmamume we 6v0am usznonssa-
HU 8 npoyeca Ha obyyeHue no oucyuniunama ,, Komynuxkayuonnu éepueu’, usyyasana om cmy-
Ooenmume om cneyuannocm ,, TenekomyHukayuonHu cucmemu’ om oOpa306amenrHo-KeaIu@u-
KayuonHama cmenen ,, baxanasvp”.

Knrwouosu oymu: Cunmes, ananusz, peaxmuenu (LC) purmpu.

1. BbBEJEHHUE
1 Z/2 5 OO6exT Ha myOnukamusTa ca peaktupaute (LC) dun-
LI : Tpu — tun ,,K” u tin ,,m” (mociaea0BaTEeIHO-IPOU3-
2 Zn BOJHM W MapajenHo-npousBoann). [lpunara ce kia-
* EH cuyeckara Teopusi Ha LC-duntpure, u3rpajeHa Ha
: " 0azaTa Ha OCHOBHOTO (UITPOBO TOJYy3BEHO —
1

[-00pa3zeH 4eTHpUIoMOCHUK (/-00pa3Ho MOITY3BEHO)

¢ T-Bxox ¢ uMmnenanc Z, u [1-sxoj ¢ umnenasc Z,
®ur. 1. Cxema Ha

[-06pa3Ho MoMy3BeHO Ha (¢ur. 1) u oOpasyBaHUTE C HETO CJIOKHU BEPUKHU
peaktuses LC-QunTsp ChEIIMHEHUS, KOUTO CE ChIIACYyBaT XapaKTEPUCTHIHO

[1, 2].
2. CbCTOSIHUE HA IIPOBJIEMA

PeaktuBuute punrpu tun ,,K”, HapeueHu ,,ipOTOTUIIN”, ¥ IPOU3BOTHUTE HUITPHU
THUII ,,m’’ UMarT:

— €/JHAaKBM HOMUHAJTHU XapaKTePUCTUYHU CHIPOTUBIECHUS R ;

— €/IHaKBa IPaHUYHA YECTOTa ®, (32 HUCKOYECTOTHUS U BUCOKOUYECTOTHUS (PUIT-

pH) ¥ €]1Ha U ChIA CPE/IHA YECTOTa ®, (3a JIEHTOBMS U 3arpaxjaius GuiITpu);
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— €JIHaKBH BXOJIHH CBIIPOTHBIIEHUS OTKBEM 7-BXOJI 32 IOCJIEI0BATEIIHO-TIPOU3BO/I-
29 m _ 7K .
HUTE QUITPYU TUN ,,m” Z;' = Z; , KAKTO U U3IIBIHEHUETO HA yCIOBUATA:

2
zr=mz,, zr =Lz 412" 4. (1)
m 4m

— €JIHAKBU BXOJIHU CBHIIPOTHUBJIEHUS Z 1"} =/ ,’§ OTKBM [/-BXOJ 3a mapajiesHo-mpo-
W3BOJHUTE (PUITPU TUM ,,m”, KAKTO U YCIOBUATA!

on_ L1, 1L _ 1 l-m’ 1
P om Y Z" mZ,  4m Z,

(2)

Bb3 ocHOBa Ha Te3M XapaKTEPUCTHKW HA MPOTOTHIA U MPOU3BOAHUTE (PUITPH,
KakTo W Ha 3aBucumoctute (1) u (2), ce moiaydaBaT cCXeMHUTE U TTapaMETPUTE Ha eJie-
MEHTUTE Ha ChOTBETHUTE ,,M” MPOU3BOJIHA HUCKOYECTOTHU U BUCOKOUYECTOTHH (HUJI-
TpH, IOKa3aHu B Tabi. 1 [1, 2].

Taba. 1. Huckouecrotnu u Bucokouectoran LC-puntpu tum ,,K” u tam ,,m”

HuckouecToTnmn PEAKTHRITH lI!jI_’I'I: el Bucoxouecrorun PEAKTHBHH fl.HI.!I TpH

Tun “x™ T'un "™

L./2

BV

Z; C.l Zp

TocneaoBareAHo NPoREBOLHE THI "M

2m
=G

1-m* T
L o,

[apanenno nposeomm TiHn "m’ TTapaneano npoNzBEIHE THI "M

mL./2 2,

— g —y

Z7 1mc  mC,|Zn=Zy | zm g 2L=§Z_:,1=ZE

—= 2m 2 3 T — = e -

'
=
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3. PE3YJITATH

[To aHamorust Ha MPOEKTUPAHETO HA ,,M” MPOU3BOJHU HUCKOYECTOTHU U BUCOKO-
YeCTOTHU (UITPH, ca MPOEKTUpPaHU cxeMute [1, 2] U ModydyeHH mapaMeTpuTe Ha

CJIEMEHTHUTE 3a JICHTOBUTE M PSKEKTOPHUTE (3arpakKaaliu) ,,m” IPOU3BOIHU (DUITPH.
Te ca moka3auu B Ta0J1. 2

Ta6.. 2. JIeHTOBU U peXeKTOPHU peakTuBHU ¢uitpu tim ,,K” u tum ,,m”

JlenToeu PCakTHBHH Ei]li.ll'[']ﬁlt FEH{CH'IGPEIH PeaKkTHBHE ElJIiJI'I'['}lI

Tun "x” Tun "™

L./2

[Mocnetopameano npoiseoanl T "m’”

mbLy/2
ﬂ'IL-|.|12 2C’1|r1'ﬂ ]

-

o
-4
i}

[Tapaneino npowIsoHl THO Tm’ Iapanenso mponIsoaan THn 'm”

mL, /2 2Cy/m 20, St
o _.-"-"-"\_”_
1-m* L. mbL, /2
P 5 S LTS n
_L mC.
L

I J T - -
" I_Inl.(‘\r rr-_{ 2L Z-. =7 Zih_ 2{_‘1.rfn- & Zn=Z;
Zm * m

Pazpaboten e ckpunt Ha MATLAB ¢ Ha3Banue LC m.m, KOUTO TTO3BOJISIBA MPO-
EKTUPAHETO HA MOCJIECIOBATEIHO-IPOU3BOIHA U MAPAIETHO-IIPOU3BOJHN PEAKTUBHU
(LC) bunTpu: HUICKOYECTOTHU, BUCOKOUECTOTHH, JICHTOBH U 3arpakIalliy.

[To-mony ca moka3zaHW CHUMKHM Ha €KpaHa MpPU HU3MbIHEHUE Ha pa3pabdOTeHUs
CKPHIT, cjiell u300pa Ha MPOEKTHPaHe Ha MocieaoBaTenHo-mponsBoaeH HUO.

Anzopumsm na ckpunma

1. 3Bexxna ce MeHO 3a m300p Ha perraBaHaTa 3ajaada, T.e. u300p Ha (QUIATHPA,
KOWTO 111€ ce opa3mepsiBa (¢wur. 2).
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2. BepBexaar ce CTOMHOCTHUTE 3a:

— HOMUHAJIHOTO XapaKTePUCTUYHO CHIIPOTUBIICHUE R ;

— rpaHUYHATa 4eCTOTa O, (32 HUCKOYECTOTHHSI M BUCOKOYECTOTHUS (DUITPH) U
3a CpellHaTa 4ecToTa M, (3a JICHTOBUS U 3arpaxkaalius QUITpH);

— KoeduienTa m 3a npousBoauuTe ¢untpu (¢ur. 3a, 6710k 1).

MpoekTHpaHe Ha peakTreHA (LC) draTpr oT Tin "'m", Nocnego saTenHo-NPoMs s ogHA M NREnenHo-Npoms E0aHM - M300p Ha sagads

HuckodecToTed dwnT bp (HHD), nocnegos aTeNHO-NpoMs EogeH

HuckosecToTeH dwnT vp (HYD), NnapanenHo-npoms sogeH

BucokodecToTEH GWnT b (BHYE), NoOCRenosaTENHO-NR0KS B OLEH

BHCOKOHECTOTEH GHAT R (BYD), NapanenHo-nNpoKs s0aeH

NerToe dunTep (N0, Napane MHO-NPOMEE OLEH

Jamakaaw duat ep (34, NoCNeso BATENHO-NPOWEE O EH

|

| ]
| ]
| ]
l MeHToE QuAT b (N0, NOCNEA0E STENHO-MROMEE OREH ]
| ]
| ]
| ]

Jamaskgau dwaT bp (300, NapanenHo-NPpOMs EogeH

®ur. 2. MeHro 3a n360p Ha QuITHpa, KONTO IIIe CE Opa3MepsBa

3. IIpoBepka 3a KOPEKTHOCTTA HA BHBEACHUTE YUCIICHH CTOMHOCTH Ha BEJIMYNHU-
T€ ¥ TIPU HEOOXOTUMOCT M3BEKIaHE HA CHOOIICHUE 32 HOBO BHBEXK/TAHE HA JTAHHHU.

4. OpasmepsBane Ha LC-buntwp, Tun ,,K”, Kato ce onpenensaT napaMeTpuTe Ha
[-1iony3BeHOTO, 6€3 1 ¢ OTYMTaHe Ha KoepuIlueHTUTe B cxeMara (¢dur. 3a, 6110k 2).

5. Opa3mepsiBaHe Ha CbOTBeTHUS U30paH LC-GunTwp, TUI ,,m”, TOCIEA0BATEIHO-
NPOU3BOJIEH WM TMapayeIHO-MPOU3BOJIEH, KaTO CE€ ONpelNeNsT MapaMeTpuTe Ha
[-riony3BeHOTO, 0€3 1 ¢ OTYMTaHe Ha KoepuilueHTuTe B cxemara (¢dur. 3a, 6110k 3).

6. Onpenensiae Ha yectorara M., , MPU KOATO 3aTUXBAHETO CTaBa OE3KpalHO TO-

nsMo, 3a LC-punthpa, TN ,,m”, MOCIEAOBATEIIHO- WM TTApaJICTHO-TIPOU3BOICH (ca-
MO 32 HUCKOYECTOTHH U BUCOKOUYECTOTHH MPOU3BOHU huntpw) (dur. 36, 610k 3).

[Tporpamara mo3BoJsiBa opa3MepsiBaHETO Ha 7-3BeHO (MapalieTHO-TIPOU3BOIHO) U
Ha [/-3BeHO (Tocie10BaTeTHO-IPOU3BOAHO) (dur. 36, 610K 1 u 610K 2).

Bcenuky n3uncieHn CTOMHOCTH ce M3BEXaT ¢ 3 3HAKa Ciell JeceTuyHaTa 3areTast.
CroifHOCTUTE Ha MHAYKTUBHOCTUTE Ha 0OOMHHTE Ca B MIJIMXCHPH, a Ha KaraluTe-
TUTE Ha KOHJEH3aTOPUTE ca B HaHO(apay.

Crnen n360p Ha cTaHAAPTHU CTOWHOCTH Ha KaMalMTETUTE HA KOHJEH3aTopute (B
cllydas € M3MOJ3BaHa ckanata E-96) ce W3BBpIIBA CHUMYJIAIMOHHO W3CIIEABaHE HA
opa3MepeHHs Mpou3BoieH Gpuntbp upes nporpamara MicroCAP, kaTto o To3u HaUuH
Ce OCBIIIECTBABA aHANU3 HAa MpoeKkTupaHata cxema (ur. 4). I'paduxara Ha ¢ur. 4 no-
TBBPKAABA MOJYYECHUTE CTOMHOCTH 3a YECTOTUTE f, U f, .
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®@ur. 3. CHUMKa OT U3IBJIHEHUE Ha IIporpamara, mpu u300p Ha MPOEKTHpPaHe
Ha HY®, nocnenoBaTeaHO-IPOU3BOJIEH, IPH CIICIHUTE BXOJAHU JaHHU:

R=600Q, f.=1kHz u m=0,542

-
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PazpaboTeHusT ckpunt Moxe J1a Oblie pa3lIMpeH, ¢ e U3BexaaHe B rpaduyHu
pO30pIM IpeaBapuTeaHo Ha: 1) cxemara Ha MPOEKTUPaHUs GUATHP (BKIOUUTEITHO
M Ha ChOTBETHHUS MPOTOTHUIl, Ha 0a3zaTa Ha KOMTO ce M3BbPIIBA MPOECKTHUPAHETO Ha
npou3BOAHUS QUATHP — HA [ -1OITY3BEHOTO, //-3B€HOTO U T-3BEHOTO); 2) hOpMyIIUTE,
10 KOMTO C€ U3BBPILBA OPa3MEPSBAHETO HA MPOTOTUIIA U HA CHOTBETHUS MTPOU3BOICH
¢buntep; 3) hbopmynara 3a U3UUCIIBAHE HA YECTOTATa, IPU KOSITO 3aTUXBAHETO CTaBa
0e3KpaitHO royiiMo (32 HUCKOYECTOTHH M BHUCOKOYECTOTHU (GMITPH); 4) YeCTOTHATA
3aBHCHMOCT Ha 3aTUXBAHETO M HA XapaKTEPUCTUUHUTE UMIIEAAHCH 3a ,,m” QUITPUTE,
KaKTO U Ha MPOTOTUNHTE (TaKa Ie Ce BIKAAT MPEAUMCTBATa Ha MPOU3BOIHUTE (DUJI-
TPH COPSIMO MPOTOTHUIIUTE).
Pa3paboTeHoTo mpusiokeHne Mo-
xKe ma ce momuduimpa 3a o0y-
YEHHETO Ha CTYJIEHTH, KaTO BMe-
CTO Jla HU3BEXJa HW3YUCICHUTE .
CTOMHOCTH Ha MpecMsITaHUTE Ma- o e .
pamMeTpu Ha €JIEeMEHTHUTE, CTY- L |
JCHTUTE J1a BBBEXKAAT CTOMHOC- e
TUTE 3a CHOTBETHHS MAapaMeThp S e =
OT KJIaBHarypara (ciieq kato ca i =
W3YUCIWIA  TaKWBa, 3HACUKH
dbopMynuTe 3a MpEecMsTaHE), 10
BBHBEXK/IaHE HA TIOJXO/SAIIH CTOM-

®ur. 4. CuMynaMOHHO U3CJIEIBAHE HA IPOEKTUPAHUS

HOCTH, Hai-OJIM3KU 1O U3YHCIIE- nociefoBareHo-ponsBoaeH HU®D, cien n3bop Ha
HUTE OT Mporpamara (MpU JI0- craHIapTHa CTOMHOCT Ha KoHjeH3atopa (upe3 MicroCAP)
MyCTUMO OTKJIOHCHUE). f.=994,059 Hz; f, =1193 kHz

4. U3BO/IN

1. Cunre3upar ce u ce ananusupar upe3 MATLAB Hucko4ecTOTHH, BUCOKO-
YEeCTOTHH, JICHTOBH U 3arpaxjaaniy (pexxekropuu) gunrpu — tum ,,K” (MpoToTHNN) U
TUI ,,m” (IOCJEI0BATEIHO-IPOU3BOIHA U NapAJIECTHO-NPOU3BOJHU) MIPU U3BECTHU
HOMHUHAJIHO XapaKTEPUCTHUYHO CHIPOTHBIICHHE, IPAHUYHA (CpEJHA) YecToTa U Koe-
¢bunrent m (camo 3a IPOU3BOTHUTE (PHIITPH).

2. Ananusupar ce upe3 nporpamara MicroCAP npoextupanute GuaTpu ciea us-
0opa Ha CTaHAAPTHHU CTOMHOCTH HA KaallUTETUTE Ha KOHACH3aTOPHUTE.

3. Pesynrarute 1me ObaaT M3MOJI3BaHU B IpoLEca Ha OOy4EHHE MO AUCLUILIMHATA
,,KOMYHHKAIIMOHHU BEpUTW’, U3y4aBaHa OT CTYJEHTUTE OT CHELMAIHOCT ,,eeKoMy-
HUKAllMOHHU CUCTEMH ~ OT 00pa30BaTEIHO-KBAIM(PHUKALMOHHATA CTENEH ,,bakaiaBbp”.

Jlureparypa

[1] ManykoBa, A., A. bopomkuesa. KOMyHUKalMOHHU BEPUTH — PHKOBOJCTBO 32 YIPaXHEHUS.
104 ctp., Pyce, 2002.
[2] http://ecet.ecs.uni-ruse.bg/else/



CHUHTE3 U AHAJIM3 HA TPENTAIIU KPBI'OBE
C U3IIOJI3BAHETO HA MATLAB U MICROCAP

1 N 2
Tana Memoouesa Cmoanosa , Aopuana Haiioenosa bopooircueesa

1KaTe;[pa ,» | €OpETUUHA U U3MEPBATEIHA EJIEKTPOTEXHUKA, 2KaTez[pa »» | €JIEKOMyHHKAIUN,
Pycencku ynuBepcurter ,,Anren Keuues”, bwarapus, 7017 Pyce, yi. ,,Ctyaentcka” Ne 8,
Ten.: (00359 82) 888 502, %(00359 82) 888 734,
e-mail: 'tstoyanova@uni-ruse.bg, “aborodjieva@ecs.uni-ruse.bg

Peztome: B maszu nyoiukayus ce cunmesupam u aHamu3upam ceKYUuoHUpaHu mpenmauu Kpbeose ¢
Kanayumueen u ¢ UHOYKMuUGeH Oeiumei, KaKmo u mpanc)opmamopu ¢ HACMpoeH mpenmsiuy
kpve. Cunmesvm ce peanuzupa upes npozpamama MATLAB, a ananuzvm na npoekmupanume
mpenmswu Kpveose, cieod u3bopa Ha CManoapmHu CMOUHOCMU HA Kanayumemume Had KOHOeH-
3amopume 6 cuHmesupanume gepueu, ce uzgvpuiga upes npozpamama MicroCAP, uznoazeana
3a cumynayus Ha aHano2osu u yugposu eepucu. Pezyimamume we 6v0am u3nonzeanu 6 npo-
yeca na obyyeHue no oucyunaunama ,, Komynuxkayuonnu eepueu’”, uzyuasana om cmyoenmume
om cneyuannocm ,, TenexomyHuxayuonnu cucmemu’” om 06pa308amenHo-KeanupuKayuoHHama
cmeneH ,, bakanaevp”.

Knrwuoeu oymu: Cunmes, ananus, cekyuoOHUpaHu mpenmsauyu Kpbeose ¢ KanayumueeH u ¢ UHOYK-
mueen oenumen, mpancoopmamopu ¢ HacmpoeH mpenmsauy Kpbe.

1. BBbBEJAEHHUE

OOeKT Ha u3cneaBaHe B Ta3u MyOJIMKaIMs ca CeKIIMOHUPAHUTE TPENTALIN KPBIo-
BE C KalalUTUBEH W/WIHM C UHIYKTUBEH JAETUTEN, KaKTO U TpaHchopMaTopure ¢ eAuH
HACTPOEH TpenTsl Kpbr. [Ipu Te3u Bepuru Morar Jja ce MpOMEHST TEXHUTE MapaMeT-
pU — IIUMpUHA HAa YECTOTHATa JeHTa B u KadecTBeH ¢aktop (), MpU ONpeaeseH:

CTOMHOCTHU Ha CBIIPOTHUBIICHUETO HA TOBapa R M HAa BXOAHOTO UM CBIIPOTUBIICHHE R,

npu pe3oHaHc. ToBa fgaBa AOMBJIHUTENHA CTENEH HAa CBOOOAA 3a HE3aBUCHMO M30H-
paHe Ha YeCTOTHATa JIEHTa U KoepUuIlMeHTa Ha TpaHcpopMalus Ha umneaaHcu. Cek-
[MUOHUPAHUTE TPENTAILIM KPBbroBe C€ M3IMOJI3BAT IIMPOKO MPHU T€HEPATOPUTE U TECHO-
JICHTOBUTE BUCOKOYECTOTHHU yCUJIBaTeNU, renepatopu Ha Kommwuri [1, 3].

2. CbCTOAHHUE HA ITPOBJIEMA

[IpoekTUpaHeTO Ha CEKLIMOHUPAHU TPENTSIIM KPBrOBE € M3BBPILIECHO 3a Cilydas,
KOTaTo OOImMAT KauecTBeH (akTop () Ha Kpbra, U3MEpPEH Ha U3BOAWUTE Ha R, (cxe-

MHUTE ca JajeHu B Tabun. 1), e mo-rojsm ot gecet — Q ~ f,/B>10, npu mnpensapu-
TEJHO 33aaJicHU CTOMHOCTH Ha R,, R, Ha p€30HaHCHATA YeCTOTa f, U Ha MPOIyCKa-

HaTa YeCTOTHA JICHTa B, KaTo ce ONnpeeNsaT CTOMHOCTUTE Ha:
— L, C, nu C, — Ha TpenTsIl KPbI' C KAAalUTUBEH JEIUTEIL,

— C, L, nu L, — Ha TpenTsil Kpbl' C MHIYKTUBEH IEIUTE,
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— L, n L,, B3anMHaTa UHOYKTUBHOCT M, Koe(puLieHTa Ha Bpb3KaTa k U Kamaiu-

TeTa Ha KoHneH3aTopa C — Ha TpaHcHOPMATOP C €AWH HACTPOEH TpenTsml Kpber. [Ipu
MPOCKTUPAHE HA TPENTANIUTE KPBIrOBE MOXKE Ja C€ HAmpaBHW MPOU3BOJICH M300p Ha
O, , HO TOraBa ¢ 3aJ[bJDKUTENHO JIa Ce u34ucau k [1, 3].

Ta6a. 1. CxeMH Ha CEKIIMOHMPAHU TPENTSIIN KPBIrOBE C KaallUTUBEH U C UHAYKTUBEH
JeJTUTEN U Ha TpaHC()OPMATOp € €AUH HACTPOEH TPENTSALL KPBT

CexkuHoHHpaHH TPENTAILH KPLIOBE

Cxemu JaMecTBally CXeMH

C ganauMTHEEH JeauTen

BCH JCIHTC

-

-,

—
M
- ¥ N ) Lu
* *
R
&.. 6 LI, R — .=
- Rse

-

[Ipn mpoexTupanero ce mpeHeOpersaT aKTUBHUTE 3aryOum B OoOuHaTta. B To3m
CJIy4ail MOoraT Jla C€ M3MOJI3BAT TOYHUTE MW MPUOTUZUTEITHUTE POPMYIIH, TTIOMECTE-
HU B Ta0J. 2. [Ipu mpoeKTUpaHETO UM C€ U3MOJ3BAT U (OPMYJIUTE 3a IpeoOpasyBaHe
Ha napajieJIHO B MOCJICIOBATEIHO CBbP3BaHE HA JIBa ABYIOJIOCHUKA [ 1, 3].

3. PE3YJITATH

Pa3paborena e copryepna cucrema, 6azupana Ha MATLAB, npennaznaueHa 3a
cuHTe3 (Opa3MepsiBaHe) Ha CEKIIMOHUPAHU TPETSIIN KPbroBe ¢ KaNallMTUBEH W/WIIH
WHIYKTUBEH JENUTEN, KaKTO M Ha TpaHc(opMaTopu ¢ HACTPOCH TPEnTsIl Kpbr. B
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HY6JII/IK3.III/I$IT3 Ca IIPUTIOKCHN CHUMKHN OT CKPAHUTC IIPU HU3IIBIHCHUC Ha paspa60Te-

HOTO TIPUJIOXKEHHUE. AJTOPUTMHUTE 3a CUHTE3 Ha PasrekIaHUTEe KOMYHUKAIMOHHU
BEpUTH ca gajaenu B [1, 2, 3].

Taou. 2. [IpoekTupane Ha TPENTAIL KPbI' C KAllalMTUBEH JCJIUTEII, C UHIYKTUBEH JCIIUTEI
¥ TPaHC(OPMATOP € €IMH HACTPOEH TPENTSIL KPBT 38 O ~ £, /B >10

Q%&;p=&;L= P_.c= : ; N= ﬁ;Q
B 0 2nf, 2nf,p R, 7

T <10 [Tpubmm3uTeTHI
ounn Gpopmynu npn O, dopmyma mpu 0, > 10
dopmynu 3a M3UUCICHNE HA TPEITSAI KPBI' C KANallUTUBEH JACTUTEI
2
0 - Q +1_1 C, - o, " _CZ(Qp +1). szQ;szNC;
p - b se - 2 9 N
N? 0 R, o,
_ C,C C,
' c,-C G371
se N -1
dopmynu 3a M3UUCICHUE HA TPENTSII KPBI' C MHAYKTUBEH JSITUTEN
0 L
PRI PRy
0 +1 R, zQ Gy
0 -1; L, = ; L ; Li=L-L,.
p 2 2 se 1 se
N O)OQp Q + 1
L=(N-1)L,=L-L,

TpaHC(bopMaTop C €/IMH HACTPOEH TPENTSIIL KPBT

M ) )
L, +1-%
R, =—%—; sz— s M =k\LL,; L, = R,
Q 0, +1 O)OQ
2 2 2 2
+1 +1-% 241
LIZLO —%p 5 ; :_Qp 5 ’kZ Q
Qp +1-k Qp.k Q Q+1

2 2
9, Q . ]; +k7 : Oy min =é[\/Q2+1—1]; K i =g\/\/Q2+1—1

AJNTOpUTHM Ha IIporpamara 3a CUHTE3HpaHE Ha CEKIMOHUPAHU TPENTSIIH KPBhIro-

B€ C KanmalMTUBEH W/WJIM C UHAYKTUBEH JCJIUTEN U HA TpaHc(hopMaTop C €IMH HacT-

POEH TpenTsll Kpbl' — CKpUNT ¢ Ha3BaHue menu STK TNTK.m

1. M3Bexxnane Ha MeHIO 3a U300p Ha penraBaHara 3agayva (¢ur. 1).

2. M3Bexnane B OTAENHM rpadUyHU MPO30PLU HA €TAKMTE HAa pelllaBaHe Ha 3a-
nayata: 1) yCIOBHETO Ha 3ajadara, KOsSTo Iie ce peirasa (¢ur. 2 a); 2) cxema-
Ta Ha pasriexaaHus TPENTII KPbI, KOUTO 11e ce opa3MepsiBa (¢ur. 2 0);
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3) popMynuTe 3a U3UUCIsABaHE HA ThPCEHUTE BeUunHU (ur. 2 B).

Ha ¢wur. 3 e mokazana cHMMKa Ha €KpaHa MpH U3MBJIHEHHE Ha pa3pabOTeHUs
CKPHIIT MPU MPOEKTUPAHETO HA CEKIMOHUPAH TPENTSI KPbI C KAMAlUTUBEH JEIH-

TCII.

TpenTawp kpbrose - 300p Ha sanaqs

CEKLMOHWMPEH TRENT AL, KD BT C KRANSUMTHEEH LENHTEN l

CEKLMOHMPEH TRENT AL, KRBT C MHAYKTHEEH JENMTEN l

CEKLMOHMPEH TRENT AL, KO BT G KANSLUMTHEEH W MHAYKTHE EH JENMTEN

l TREHCHOPMATOR C HACTROEH TRENT AL, KP BT l

®@ur. 1. MeHro 3a n300p Ha peniaBaHaTa 3aj1a4a

4 Flgure 1

Fle Edt Ve Breert Took Oeddop  Wirdos  Hep

D | k%

VT BE A S 0E =@
CRADHHREN TREMTALY KPLF ¢ KANAUHTABEH LENHTEN

S :[fl CE MPOCckTHPS CCRLEIOHITAH TPETALL BphD © KaTALTHRCH Jemiimen
TakA, e i I]HHL‘¢I5|MEI|1.1 TORAFHOTO ORI THRITEHER R! B ?‘, ITIH [FERHAHCHA

ECTOTA . KATO HMPOITYCEAHITA TecTOTHA JEHTH H KpLTa & &

a)
B LN we deer fam fedts wnae
el b " BvLA-0 00 =0
[ A—— - g o | [,
M 08 fem et fam Gl wre e 0 ol At 1L
Jdedd & InA-2 00 =0 I BT P JEPD. NS SR L 5
[+ Py Bt g irketed (] i ik i v () £ a 85 = 285 L a |
Toman gopan T nps 2, 10 TpitaraIT e §opan g ., - ki
S JEE— - 1 |
=1
| C, == ! N
- . w
L =
= . Cu ke,
L - B - G o)
4 G K . . !
- - *
N W
0) B)

®@ur. 2. ['paduyam mpo30pIy IpH periaBaHeTo Ha 3ajavara 3a MPOSKTHPAaHe Ha CEKITMOHUPAH

TPENTSAII KPBI' C KalalUTUBEH JCIUTEN: a) YCIIOBHE Ha IIOCTaBeHaTa 3a/1a4a; 0) cxema u

CKBHUBAJICHTHA 3aMECTBallla CXeMa Ha CCKIHUOHUPAH TPCHTAIL KPbI' C KallTalUTUBEH ACIIUTECIL,

B) (opMynu 3a opa3mMepsiBaHE Ha CEKIIMOHUPAH TPENTAL] KPBI' C KAaallUTUBEH JEIUTEN

e BoBeknaHe Ha BXOAHWTE JaHHU: IUPOYMHATA HA MPOITyCKaHaTa JieHTa B (B
kHz); pezoHaHcHaTta yectora f, (B MHz); akTUBHOTO CBIPOTUBJIEHHUE HA
Kpbra npu pe3oHanc R, (B KMJIOOMH) M aKTUBHOTO CHIIPOTHBIIEHUE HA Kpbra
R, (B omoBe) (¢ur. 3, 610k 1). IIporpamara npoBepsiBa KOPEKTHOCTTA HA Bb-
BEJICHNUTE JaHHU. AKO BHBEJICHUTE CTOMHOCTH HE Ca MOJOKUTEITHN YHUCIIa, TO-
raBa Ha €KpaHa Ce HM3BeXaa ChoOIIeHHE ,,Hemomxomsmo BbBeIEHA CTOM-

HOCT!” 1 HOTpe6HT€JISIT CC IMMOJAKAaHBA 3a IMIOBTOPHOTO BBBCKJAHC HA MCKaHaTa
BCJIIMYMHA.
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L Onpe,neJmHe Ha TBbPCCHUTC B 3aJa4yaTa BCIMYMHHU — KAUCCTBCHUAT (I)&KTOP Ha
Kpbra Q, BBJIHOBOTO CBIIPOTHUBJICHHC HAa Kpbra p B OMOBC; HHAYKTHUBHOCTTA

L B mukpoxeHpu; kananuteTbT C B mukodapaan u KoeUIIMEHTHT Ha TPaH-
chopmartust N (dwur. 3, 610k 2). CreaBa M3YKMCICHUE HA MMapaMeTPUTE HA
eJIEMEHTUTE Ha n30paHara CUHTe3upaHa Bepura 1o TouHute (dur. 3, 610k 3a)
u no npubnusurennutre Gopmynu (dur. 3, 6710k 36), KOUTO 3a CHOTBETHUTE

BEpUTU ca JaJeHW B TaOu. 2. 3a KOHKpPETHHS clydail ca TOKa3aHU U Ha
¢wur. 2 B.

BATIAD 7,00 00T

Vo D Debug Faslsl Deslfop indes Fep
Tl E S o D B | Copommenrs s Setorgyis iy DonsmarisaTLA = i
Bonurn  mesrokdd 8 shars e

Cormmand Windos T RS Y-
CENIMOEMFAN TPESTRN KPS ¢ KAMUSHTHECE ETRHTER ST EL LY BE™

BusazeTe mpouMEs We mawreTs B (8 kNz): 190

BusazeTe pescasEcEs uscTors £0 (8 MEz): 1.3

BLBZETE ARTKENGTG CWGCTHRMMNES ES KFACA OFE petomanc B (8 emaccew): 8.1
BLBAZITE ARTEMOTO CUWOPOTHRMNES mS Kpura B2 (B oncwmsl: 100

OposTTapans W COLIENENTAN TREOTED EpAD C EASRTNTNRSN DESETEII

- W n

'r'-_-'l B0 =
ik i visk i

ERScTREMAT fARTOp NE FpACs @ 0 o= 5,00

BRIROEITG CWOFOTHRMNES NS EPACA 8 ©o = 54000 Obss

HEmyrresscscrra L p swrpexespE & L o= 57,302
Eszazwwerwr £ & © = LB.40 plf:

EoS{uUES ETUT E& TRARCHOpHAZHE 4 M = §.00.

T —r—
Exmcrssmuer farTop ms swmomccmees C2-RE 8 0p = 1.3

Eaoazwrerwr ( & CF = LAN4.7Y pF:
Eaoszwrerwr (oo o Cow = Z2E0.4F pf:
[Eacszwrerwr CL & C1 = F15.d4 pF.

' OFM NIDCITEANS WA O RSAKINTUINETS §0PHFIHD

Eaxmcresmery faxrop ms sayscmccmmes CI-RE ow Op = LT

Eacazwrerwr (3 & O = LTE8. 39 Pl
[Eacszwrerwr CL & C1 = FIL.08 pF.

®@ur. 3. CHUMKa Ha €KpaHa MPU U3IBJIHCHUE Ha Pa3paOOTEeHHS CKPUNIT IIPU MMPOCKTUPAHETO
Ha CCKIUOHUPAaH TPCUTALL KPBI' C KATAOUTHUBCH ACIIUTCII

3. Opa3MepsiBaHe Ha TPENTSIIUS KPBI' ¥ U3BEKIAHE HA PE3YATATUTE 32 YUCICHUTE
CTOMHOCTH Ha TapaMeTpuTe Ha eneMeHTuTe (¢ur. 3, 610K 3, 3a KOHKPETHUS CITydail).

AHanu3bT HA CHHTE3UPAHUTE BEPUTH C€ OChIIecTBsIBa ¢ mporpamara MicroCAP,
M3M0JI3BaHa 3a CUMYJAllKs Ha aHAJIOTOBU U IM(PpoBU Bepuru. [Ipu cuMynanmoHHOTO
u3CcIeIBaHe HA MPOCKTUPAHUS CEKLMOHUPAH TPENTSII KPBI' C KaNallUTHUBEH JEIUTEN
ce Mojy4yaBa moka3zaHata Ha (ur. 4 XxapakTepuCTHKA 3a z( f ) Cnen mon0Oop Ha CTaH-

JApTHU O CTOMHOCT €JIeMEHTH (KamaluTeTH Ha KOHAEH3aTOpH) ce JOHACTpoiiBa

Kpbra, 3a /1a U3MbJIHABA IOCTABEHOTO YCIOBHUE 3a TpaHChOpMaIlKs Ha UMIIETAHCH.
NHtepec npeacTasisiBa TPETUAT THUIT TPENTALL KPBI 32 Opa3MepsiBaHEe: CEKLIMOHU-

paH TPENTALl KPbI' ¢ KaNallUTUBEH U C MHIYKTUBEH JEIUTEN, IPU KOMUTO TOBAPHOTO
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CBIIPOTUBJIEHUE R, ce TpaHcPopMmHpa Ype3 KamaluTHBEH ACIHUTEN 0 MO-rojsMa
CTOMHOCT R/, KOATO BIIOCJIEICTBUE CE TpaHC(OpPMHpA Ype3 HHAYKTHBEH ACIUTEN 0
[0-MaJIKa CTOMHOCT R, (1BOIHO TpaHcdopmupane) (¢pur. 5).

>

T Hz

(I.).nr. 4. XapakTepucTrka (1) Ha npoéKTHpaHHﬁ u ®ur. 5. CeKIMOHUPAH TPENTSII

CUMYJIMPaH CCKIMOHUPAH TPCUTALL KPBI' C KATAIUTHBCH KPBI' C KalTallTUTUBCH
nemaren: f, =15 MHz, R, =8,1 kQ U C UHIYKTUBEH JEIUTEI
4. U3BOAN

1. Pa3zpaboteno e npunoxxenne, 6azupano Ha MATLAB, koeTo 1aBa Bb3MOKHOCT
3a CUHTE3/0pa3MepsiBaHe Ha CEKIIMOHUPAHU TPENTSIIM KPbroBe C KalaluTUBEH W/ UK
UHAYKTUBEH JEJIUTEN, KAKTO U Ha TPAHCPOPMATOPU C HACTPOEH TPENTAL] KPbI.

2. Upes aHanu3a Ha CUHTE3UPAHUTE BEPUTH, KOMTO C€ OCHILECTBSIBA C IporpamMara
MicroCAP, ce mOTBBpPKIaBAT KETAHUTE KaUeCTBA HA TE3U BEPUTH.

3. Pe3ynTaTuTe Morar Jja ce U3IMo3Bat B rpoiieca Ha 00ydeHue Mo AUCIUILUIMHATA
,,KKOMYHUKAIIMOHHUA BEPUTU’, M3yyaBaHa OT CTYJEHTUTE OT CIELHAIHOCT ,,lene-
KOMYHUKAIIMOHHU CUCTEMHU” OT 00pa30oBaTEHO-KBAIM(PUKAIIMOHHATA CTEMNEH ,.baka-
JaBbp”.

Jlureparypa

[1] Kpayc, X., Y. boctusin, ®. Paab. IlonynpoBognukoBa panuorexauka. Codwus, Texuwuka,
1985.
[2] CrosiHoB, I'. Teopetnunu ocHOBU Ha choOmuTenHara Texuuka. Copus, Texnuka, 1993.

[3] ManykoBa, A., A. bopomxkuneBa. KOMyHUKallMOHHU BEPUTH — PHKOBOACTBO 32 YIPAKHEHUS.
104 ctp., Pyce, 2002.
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maeumenu Ha MaKa HapeyeHume napamempuyHy u3moyHuyy Ha mox. Ilpu uzreosanume 6uodo-
8e, MeXHUAM OCHOBEH elleMeHm KOHOeH3amopwvm, € C8bP3aH KbM NbpPEUUHAMA, KbM 6MOpuUY-
Hama uay KoM WyHmMoeama HaAMOMKU HA CbeNACy8aAyUs MPAHCHOPpMamop.

Knwuoeu oymu: Konoeuzamop, Hamomku (6MopuuHa, Nop8UYHA, WYHMOBA), CMadUuiu3ayus Ha
MOK U HanpesiceHue, YCi08us 3a Pe30HAHC, UHOYKMUBHO-KANAYUMUBHY CMAOUIU3amopu, na-
pamempuunu uzmounuyu Ha mok (IHUT)

1. BbBEJAEHHE

[Tapametpuunute nzrounuiu Ha Tok (IIUT) ca pa3HoBUAHOCT Ha royisiMara rpyna
Ha MHAYKTUBHO-KananutuBHute crabunuzaropu Ha Tok (MKCT). Xapaktepuurte um
0COOCHOCTH ca CBBpP3aHH C (PEpOPE30HAHCHUTE SIBJICHUS (Haped ¢ pe30HaHCa MEXKIY
ApOoceN U KOHAEH3aTop, Ha KoiTo ce ocHoBaBaT MKCT), KakTO U HAJIMYMETO HA ChI-
nacysaiy TpHacopmarop. IlociaenHusT nmpu ToBa € OOEIMHEH € OpOCeNna U Taka Ce
[IOCTUTa CEPUO3HO IMOAOOpsABaHE HAa Macora0apuUTHUTE IOKA3aTead Ha CHCTEMAaTa.
OcBeH TOBa TO3M TpaHcpopMaTop no3BoisBa usnonsBaHeTo Ha [IUT 3a 3axpanBane
Ha MO0-MOIIHU KOHCYMaTOpH (HanpuMep, 3aBapbyHU TOKOM3TOUHUIIM, JIA3€PHU yCTa-
HOBKH U TIp.), B CPABHEHHE C EIEKTPOHHUTE CTAOUIIM3HUPAILN CXEMH.

2. CbCTOSAHMUE HA ITPOBJIEMA

A. OcHOBHHUTE U3CIIEBaHUS U aHAJM3H HA TapaMETPUYHHUTE U3TOYHUIM Ha TOK ca
IIPOBE/ICHU MPU KOHJEH3AaTOp, CBbP3aH KbM BTOPUYHATA HAMOTKA (IUPEKTHO, WIH
npe3 100aBbUHM HABUBKH) [2] M B PE3yNTarT Ha TAX Ca YCTAHOBEHW HAM-ITBIHO TEX-
HuTe kauecTtBa. Ha ¢ur. 1 e nokaszaHo eHO TakOBa CXEMHO pEIlIEHUE.
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3. PE3YJITATH

Makap u He Taka 3abJI004eHO, ca MPOBEACHHU M U3CIEABAHM 32 CXEMH, NP KO-
UTO KOHJEH3aTOPBT € BKIIIOYEH KbM HSAKOS OT IPYTUTE HAMOTKH Ha CHCTEMaTa.
[TocraBs ce men na ce aHaIM3UpaAT CPABHUTEIHO BCHUKHM BB3MOKHU TO3ULIMHU HA
KOHJIEH3aTOpa U C€ OIPEEIIAT TEXHUTE KaueCTBa.
Ponsara Ha kamanuTeTa Ha KOHJEH3aTOpPa, B OCHOBHUSI CXEMEH BapUaHT (HEKa TYK
ro HapeueM ycioBHO 1A) ot ¢wur. 1, e 1a
I+ OCBIIECTBSIBA PE30HAHC C MHIYKTUBHOC-

O ds_ Du 3] R THTE, BHACSHH BBB BEPHIaTa, OCHOBHO
o4l l ji:_“ OT BB3JYIIHATA MEXIUHA O M JOHIKBIIE
Utw - I CL  OT pascesuus Marmutes noToK .
T+ ° Wu T+ Ciiel KOMIUIEKCHO peIllaBaHE Ha €JIEKT-
al - ':"‘"-«ng pOMarHuTHaTa BepHra, TpH HpPHEMaHe
Ha TOYTH 3aJbIDKUTEIHUTE IPU aHAJIM3

Ha TaKWBa BEPUTH OMPOCTSIBAIIM JIOITyC-
@ur. 1 KaH{s, C IIeJ1 ToJlyuyaBaHe yJIO0OHHU 3a
Moji3BaHe (HO U C JOCTAaThYHA TOYHOCT)

pe3yaATaTH, yCIOBUETO 3a TO3U PE30HAHC CE€ ompeaeis ot [2]:

Xo=Xs+X, . (1)

ToBa ycnoBue ocurypsiBa cTabuian3anusaTa Ha TOKa Ha U3X0Ja Ha cucremarta. ['o-
JeMHUHaTa My ce onpenens [2] :

U, W, 1
- , #f(R.), 2
oW (m+1) X+ X, S(Rr) @)

KbJETO

N
WLU

Bwxkna ce He3aBUCMMOCTTa Ha TOKa OT TOJIEMUHATa Ha TOBAPHOTO CHIIPOTHUBIIE-
Hue, 6e3 3HaueHHe Ha rojieMrHaTa My. Tyk TpsOBa ga ce oTOeNnexu (ToBa ce OTHACs
M 32 BCUYKHU CJIE/IBAIlM MO-HAJO0y CIy4au M M3CJICIBAHUA), Y€ B HIKOH PEKUMH, €
BB3MOXKHO JIa C€ MOSBAT HACUTCHH y4acThIIM B MAarHUTONPOBOJA Ha cucTteMara. To-
raBa TEXHHUTE CHIIPOTUBIICHUS BEUEe CTAaBaT OCE3aeMH, HE MOTaT Jia ce MpeHeOperHar,
KOETO BOJH JI0 M3BECTHU OTKJIOHEHUS OT CTAOMIM3MpAIIMTe CBOMCTBA HA CHCTEMATa.
[IpakTukaTta moka3Ba, ue Te He ca TOJIEMH.

YcraHoBeHa € BB3MOXKHOCT KOHJEH3AaTOPHT J1a C€ BKIIFOYBA HE JUPEKTHO KHM
BTOpPHYHATA HAMOTKA, a TIpe3 J00aBbUHU HaBUBKH KbM Hes. ToBa camoO HamalsBa To-
JeMUHATa Ha HEOOXOIMMHUSI KamanuTeT, 6e3 Ja MPOMEHs HUIIO B padoTaTa Ha CHUCTE-
Marta. OCHOBHOTO Ka4€CTBO HA PEIICHUETO KOHICH3aTOP KbM BTOPUYHATA HAMOTKA, €
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OCHUTYypsIBaHE Ha MHOTO J100pa crabmiu3anus Ha Toka. BuaHo e, ye (Makap u cien
JOIyCTHMA MIean3aIus Ha eIeKTPOMarHuTHAaTa BEpUTa) TOM HE 3aBUCH OT TOBapa -
I #f(R;) . Ilpu ToBa (3a pa3iuka OT U3BECTHUTE E€JIEKTPOHHU CTAOMJIM3AaTOPU Ha

TOK) CTaBa BBIIPOC 32 MHOT'O TOJIEMH TOBAPU — OT MOPAIbKA HA CTOTUIM aMIiepa.

Jlpyru u3cienBaHus MOKa3BaT, Ye 3a CTAOMIM3AIMATa HA TOKA € OT 3HAY€HUE Ch-
MMOCOYHOCTTA Ha BKJIIOYBAHE HA BTOPUYHATA U IIYHTOBAaTa HAMOTKHU. M3105K€HOTO /10
TYK C€ OTHACS 32 3aIbJDKUTEIIHO MPOTUBOMOCOYHO BKIIFOYBAHE HA JIBETE HAMOTKHU.
PemaBaneTo Ha eneKTpoOMarHUTHaTa Bepura Mpu OTpa3siBaHe ChIIOCOYHOCT HA JIBETE
HaMOTKkH [1] (Hapuuame ro BapuaHT 1b) naBa 3a Toka u3pasa:

_UW, m(Xy+ X )Xy Xg+ Xy Xo( Xy + X5 ) )
Wi Rp[Xs( Xy +Xs)( Xy + X )+ Xy Xo( Xy + X )+ X, Xo( Xy + X5)]

T

Karto ce oruerar He3HaYMTEIHWUTE (IPU HEHACUTEH MAarHUTOIPOBOX) CTOMHOCTH
Ha ceIpoTuBiaeHusaTa X,, Xs u X, 3a O-TOJIsIMA OTYETIIMBOCT HACOKATa HA aHa-

Jn3a, TYK T€ Morat aa Ce HpCHC6peFHaT. ToraBa ce Imojy4aBa:

UW, (m+1)
1, =212 =f(R,), 4
TSy 3R, S(Ry) 4)
a
UW, (m+1)
U,=R, I, =-1"2 #f(R,). 5
T T T VVI 3RT f( T) ()

Bunzo e (3), ue npu ChIOCOYHO CBBP3BaHE HAa BTOopuuHarta (/,) m uIyHTOBaTa
(W, ) HaMOTKH, CHCTeMaTa He ¢ CTabMIM3aTop Ha TOK. Ts ce mpeBphIla B CTAOMIIH-

3atop Ha Hampexenue (5). [Ipu ToBa crabunuzanuara My He ce BIMsS€ OT KOHACH3a-
topa. Toll uma 3HaueHne camo 3a Mo-100bp GakTop HA MOITHOCTTA COS .

®____ 0o P i
o— l ':-l-.
— -
U:-ﬂ > s P —
o— o W ?W?
W, "i’
dur. 2

b. OcBen kbM BTOPpHUYHATA HAMOTKA, KOHACH3ATOPHT IO IIPHUHIMUII MOKC Ja CC
CBBPIKC W KbM HIYHTOBAaTa HaAMOTKA, KOATO HMIpAc poJidTa Ha APOCCII. OCHOBHOTO
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CXEMHO pEeUIeHHME 3a TO3U Cilydail (Heka ro HapeueM BapuaHT 2A) € IoKa3aHO Ha
¢ur.2, HO ca Bb3MOXHHM M BapHaHTU, KOraToO IIYHTOBAaTa HaMOTKa (C KOHAEH3aTopa
KBbM Hesl) Ce CBbp3Ba MOCJIEI0BATENHO C IbpBUYHATA HAMOTKA (BapuaHT 2b) , BMecTo
C BTOpUYHATa TaKaBa, WIN ITbK € HE3aBUCHUMA OT JABETe HAMOTKHU (BapuaHT 2B). Iloa-
pOOHO TE3U TPU BB3MOXKHOCTHU ca aHaJInM3upaHu B [3]. OCHOBHOTO 3aKJIIOUYEHUE, KOe-
TO C€ Hajara cjie]l aHaJIn3UTE €, Y€ KOraTo KOHAEH3aTOPbT € CBbp3aH KbM IIyHTOBATa
HAMOTKa, HE Ca Bb3MOXKHU PEKUMU Ha CTaOWIM3alus Ha TOKa. BChIIHOCT TO MOT-
BBPK/1aBa MPEIBAPUTEIHUTE OYaKBAHMS, 3aII0TO B TO3M Clydyaid KOHJIEH3aTOPbT OC-
TaBa U30JIMPaH, OTAEJIEH OT UHAYKTUBHOCTTA, BHACSHA B CUCTEMATA OT pPa3CEiBaHETO
Y BB3JIyIIHATA MEXK/IMHA.

B 0611 ciyuait He € Bb3MOXKHA U cTabunu3ainus Ha HanpekenueTo. Camo mpu Ba-
puanT 2b U TO €IMHCTBEHO IPU MPOTUBOIOCOYHO CBBP3BAHE HA HAMOTKUTE W, u

Ww H € HaJIUMIEC 4YaCTCH cnyqaﬁ, KOraTo CuCT€MarTra MOXEC [a ITPOsABU CBOMCTBA Ha
CTa6I/IJ'II/ISaTOp Ha HAIIpCIKCHUC. Ho TtoBa € Bb3MOKHO caMO B OIIpCACIICH AMaria3oH Ha

HN3MCHCHNEC Ha TOBAPHOTO CBHLIIPOTUBJICHHUC. AHaTUTUYHUTE HN3CJIICABAaHUA COYar, 4c€
TOBA € Bb3AMOXXHO, CaMO aKO € U3IBJIHCHO CIICAHOTO YCIOBHUC!

JoWw,
R

n

Zr ) (6)

Kazanoto ompenens BapuaHTUTE C KOHJIEH3aTOpP KbM IIYHTOBAaTa HaMOTKa KaToO
TakuBa ¢ Hail-ca0u BH3MOXKHOCTH IO OTHOLICHHE CTaOMIM3alvs Ha TOKA, WM Hall-
PEXKEHUETO, TOPaX KOETO T€ HE CE€ MPENopbUBaT 3a MPAKTUYECKO MPUIIOKEHUE KATO
CTaOMIIN3aTOPH.

U'-l.'> F
[, A\

D D fbﬂ [
i“‘:- l -
C U1"=--.: 5 r: R‘
W WI.JJ Wa
®ur. 3

B. YcraHoBeHa € TpeTa Bb3MOXHOCT 3a CBBP3BaHE HA KOHACH3aTOpa U TS € KbM
nppBUYHATA HaMoTKa [4]. [I[pUHIIMITHOTO CXEMHO pelieHre 3a TakaBa Bh3MOKHOCT €
nokasaHo Ha ¢ur. 3. M3cneaBaHeTo Ha Ta3u cXeMa MOCPEACTBOM KOMIUJICKCHUS Me-
TOJ (CJeN mojaraHe Ha ChOTBETHUTE ONMPOCTSIBAIIM JOMYCKaHHs) BOJIU 10 TOTy4YaBa-
HE Ha CIIeJHHI U3pa3 3a TOKa mpe3 ToBapa (OCHOBHATA BEMMYMHA B paboTaTa Ha CTa-
ounuzaropa):
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R 11 R, X
Ul.Wzl.w;‘”é(W+W)+ Ww(l—;‘)wzc)
IT — . I 2 | ) (7)

1 2 22 Ry @ RulU'XC
W, ——(W, +W, -W Wi (—+—).(1-——
zmc(l 1) | M(sz R )-( oa.Wj,)

ile)

AHanu3uTe, IPOBEICHN M0 aHAJIOTUYHU METOJIM Ha ITbPBUTE JBa BapuaHTa (KOH-
JIEH3aTOp KbM BTOPHUYHATA M KBM ITYHTOBAaTa HAMOTKH), TIOKA3BaT CJICJIBAIINTE IIO-
BRXHHM PE3YJITaTU. Y CIOBHETO 3a TOJydyaBaHe Ha (PEpOMArHUTEH PE30HAHC TYK Ce
oTinyara ot (1) u e:

X,y=Xg=X.=—=X. (8)

[Tpu HEroBOTO M3ITBIHEHUE U3PA3BT 32 TOKA MPE3 TOBAPHOTO ChIpOTHBIIECHUE (7)
noOuBa BUaA:

uw, 1
T X(mel) f(Rr) )
KaToO TYK
W
m=——
Wll[

W3BecTHM ca u u3cineasanus Ha BiMsHUETO Ha eneMeHTuTe Ha [IMT BBpxy Hero-
Bara pabota [5]. C TsAxHA MOMOII € YCTAHOBEHO, Y€ CTOMHOCTTA Ha KamamuTeTa Ha
KOHJIEH3aTOpa B CUCTEMaTa MPSKO OCUTYpsIBA YCIOBHETO 3a PE30HAHC, OTTaM U CTa-
Ounu3anusATa Ha TOKa U HEMHOTO CaMOCTOSITENIHO U3MEHEHHE He ce mpenopbuBa. [1o
MPUHLNI € Bb3MOXKHO TaKOBa M3MEHEHHUE Ja CTaBa, HO 3aIbJKUTEIHO U CaMO B Ch-
yetaHnue (cbriaacHo ¢ (1) u (9)), ¢ I3BMEHEHUETO Ha HAKOM OT OCTAaHAJIUTE MapaMeTpu
(BB3AyILIHA MEXMHA O, OpOoi HaBUBKHU W, ), KaTo ce Cienu 3a U3IIbIHEHUETO Ha yC-

noBusTa (1) u (7), KOUTO oCUTypsIBaT cTabuiIM3anusaTa Ha Toka. [Ipu crabumuzarus
Ha HampeKeHUeTo (KosATO ce siBsiBa HeocHoBHa ¢yHkius Ha [IWUT), ponsta Ha KOH-
JIeH3aTOpa € MPeAr BCUYKO KOJIMYECTBEHA U TaM CBOOOJaTa 3a HErOBOTO BApUPAHE €
MAaJIKO MO-TOJIsIMA.

B 3akmouenue Moxke 1a ce Kaxe, 4e MPOBEACHUSIT CPaBHUTENEH aHAJIU3 BbPXY
pasnnunuTe cxemHu pemenus Ha [IUT u pasnuunute um paboTHU pexumu u ¢Gop-
MyJUpAHUTE Bb3 OCHOBA Ha HErO M3BOJAM, NO3BOJISABAT Ja C€ MpaBU U300p B 3aBUCH-
MOCT OT KOHKPETHHUTE HY>KIHM Ha MOTPEOUTEIII HA CTAOMIIM3UPAH TOK (HAMpEKEHUE).
N koraTto ce ThpCAT BB3MOKHOCTH 3a TOJydyaBaHe Ha MaKCHUMAaJIHA TOBapHU TOKOBE
(Beye O6e cromMeHaTo, Y€ Ta3u BB3MOXKHOCT, 3a€JHO C MOJAOOPEHUTE MacorabapUTHU
MOKa3aTeliv, BCIEACTBUE OOCAMHIBAHETO HA ChIVIACYyBalllMs TpaHc(opmaTop U Apo-
cena), € Hai-ieHHoTO KadecTtBo Ha [IUT) TpsOBa na ce u3bupa CXEMHO pelIeHUE C
KOHJIEH3aTOp KbM BTOpUYHATA HAMOTKA.
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4. I3BOJIM

Ha6J'IIOIIaBaHOTO CXOACTBO MCKAY PE3YJITATHUTC 3a IIbPBHUA W TPCTHUA BApPHUAHTH,
ITO3BOJIsABA Jia C€ IPOBEAC CPABHHUTCIICH aHAJINU3 MCXKIY TiX. Tou BOAHU A0 CICOHUTEC
OCHOBHHU HM3BOJM.

l.

W B aBaTa cimyuas cuctemMara OCUTypsiBa MHOTO A00pa cTaOWiIn3anus Ha TO-
BapHUs TOK - [, # f( R, ) . Ta3u crabunusanus ce HapylaBa camo B Clly4yau-

T€ Ha M0sIBa HACUTEHU y4acCThIM B MAarHUTOIIPOBOJIUTE, KOETO MIPABU TEXHUTE
MarHUTHHU CHIIPOTHUBIICHUS HEMOAXOASAIIO IOJIEMH, 3a 1a ObJIaT npeHedperna-
HU B aHAJTUTUYHUTE U3PA3U.

['maBHO mpenBua ChOTHOILLIEHUETO MEX]y MbpBUYHATA U BTOPUYHATA HAMOT-
K1 (OOMKHOBEHO W,))W,), TO rOJEeMHHATa Ha TOBapHUSA TOK € B IIBTU IIO-

roJisiMa, KOTraTo KOHJICH3aTOPBT € BKIIOYEH KbM BTOPHUYHATA HAMOTKA.
HeoOxoaumusT 3a HACTHIIBAaHETO HA PE30HAHC KaMaluTeT B IBPBUS CIIydai, €
MO-MaJTbK, B CpaBHEHHE ¢ TpeTus. [IpenBun HeToneMuTe CTOMHOCTH Ha peak-
TUBHOTO CBIIPOTUBJICHUE OT pa3cesiH MarHUTEH NOTOK ( X, ), To cbriacHo (1)
u (9) paznukara He € 3HaUUTETHa.

Jlumcata Ha HAMOTKa, KOSITO J1a € MOCIEA0BATEIIHO BKIIFOYEHA KbM IThPBUYHA-
Ta, HE MO3BOJISIBA HA CHCTEMATa C KOHJIEH3aTOp Ha BxoJa (KpM W) na ce u3-
M0JI3Ba M KaTO CTa0WIIM3aTOp Ha HANpEeKEHHe. 3a pasjifKa OT CiIydas, KOrato
KOH/ICH3aTOPHT € KbM BTOPUYHATA HAMOTKA.
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Abstract: In this paper 2D Finite Element Method and optimization by (1+1) evolution strategy are
used to maximize the average running torque of a small 4-pole PM DC machine. The cogging
torque value is used as constraint and is maintained below a specified level. The FEM program
is controlled by a specially developed parameterized Visual Basic script, which creates the
model of the machine depending of the 7 geometric parameters which values are supplied by
the optimization program. The optimization allowed the average torque to be increased by
24.5% and the cogging torque to be diminished by 80.5%.

Keywords: PM DC machine, FEA, optimization, evolution strategy

1. INTRODUCTION

The Permanent Magnet Direct Current (PM DC) machines are widely used in the
automotive industry, automation, robotics, home appliances, etc. They are produced
in large quantities and even small improvement in the construction can lead to con-
siderable savings in the production process [1].

In this paper, the Finite Element Method (FEM) [2] and optimization by evolution
strategy [3,4] are used to maximize the average running torque of a small 4-pole PM
DC machine. In the same time, the cogging torque is maintained below a certain lev-
el. This improves the machine performance and reduces the noise.

2. PROBLEM DESCRIPTION
2.1. The optimized PM DC motor

The PM DC machine which is optimized (Fig. 1) is a small 4-pole permanent
magnet DC machine having rated power output of 170 W at 18000 rpm, supply volt-
age 18 V and rated current 3 A. The ferrite permanent magnets have segmental shape.
The rotor has 10 slots. One of the main tasks before the designer of such devices is to
Increase the torque of the machine. The torque can be increased by increasing the cur-
rent loading (number of conductors in a slot and the current in a conductor). This is
not always possible, because the slots can accommodate limited number of conduc-
tors, and also there are limitations on the current density in a conductor. Increasing
the current density above a certain level can lead to overheating and low reliability of
the motor. Increasing the flux in the air gap can also increase the torque, but this will
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require larger stator or bigger/stronger permanent magnets. In many cases this cannot
be allowed because of limited space and constraints on the prices. Reducing the air
gap thickness also can increase the magnetic flux across the air gap, but there are
physical limits.

In this work we investigate the case when the outer diameter of the stator and the
shaft diameter are fixed. It is possible to vary the dimensions of the rotor yoke, rotor
slots and teeth, PM sizes and the stator yoke thickness. This could be done effectively
using optimization program and FEM analysis of the machine. FEM is used to com-
pute accurately the magnetic flux density, torque and the cogging torque of the ma-
chine under consideration. In the last years FEM is preferred to compute the distribu-
tion of the magnetic field in electrical machines, because of its accuracy, possibilities
to model complex geometries and to take into account the nonlinearity of the ferro-
magnetic materials.

hal b 1

Fig. 1. Outline of the machine Fig. 2. Design parameters

2.2. Statement of the optimization problem

The optimization problem for the permanent magnet machine under investigation
can be stated as follows:

Maximize AverageTorque(x) =AT (1)

where

x ={dy1, mh1, AlphaPM, bz2, ha2, bs2, hs2}! is the vector of design variables:

dyl — stator yoke thickness [mm]

mhl — PM height [mm]

AlphaPM — PM angle [degrees]

bz2 — tooth width [mm)]

ha2 — rotor yoke height [mm]

bs2 — slot opening width [mm]

hs2 — slot opening height [mm],
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Subject to the constraints:
Cogging Torque CT(x) <0.03 N.m (2

Slot fill-factor K, =S, /S

wires | Sqor < 0.8 and three geometrical constraints used to
ensure valid model.

The design variables (see Fig. 2) and their limits are shown in Table 1:

Table 1. Design variable limits

Design variable Description Initial | Minimum Maximum
value value value
dyl stator yoke thickness [mm] 4 2 6
mhl PM height [mm] 2 1 4
AlphaPM PM angle [degrees] 65 50 80
bz?2 tooth width [mm] 3 2 4
ha2 rotor yoke height [mm] 4.7 3 6
bs2 slot opening width [mm] 2.8 1 4
hs2 slot opening height [mm] 1.2 0.5 2

The FEM program [2] is controlled by a specially developed parameterized Vis-
ual Basic script, which creates the model of the machine depending of the 7 geomet-
ric parameters which values are supplied by the optimization program. As a whole,
the model is described by 25 parameters, most of them preserved constant because of
physical constraints.

Since the running torque period is 36° (360 divided by 10 rotor slots), the simula-
tion for rotor positions from 0° to 36° with step of 1° is considered when computing
the average torque. The average torque is computed using excitation current equal to
the rated current of the machine 3A. The torque at specific position of the rotor
against stator is computed by post-processing the results from the FEM analysis, by
using the Maxwell stress formula. Special measures are taken to compute accurately
the torque in two layers of elements in the air gap that are not touching the rotor outer
surface and the stator inner surface. Thus, the higher numerical errors at the interface
elements between air and iron are avoided. This is done by using four layers of ele-
ments in the air gap.

The cogging torque period T, is given by the formula

T.=360/N, (3)
where
Na = Np x Ng/ GCD(N,, Ny) 4)

N, and N are respectively the number of poles and number of slots.

GCD(Ny, N;) is the Greatest Common Divisor of N, and NG.

The cogging torque period for N,=4 and N; = 10 is T, =18°. In order to compute
accurately the cogging torque, the FEM simulation is performed for rotor positions
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from 0° to 18° with step of 1°. The cogging torque computation is done with zero cur-
rent in the coils, thus leaving only the torque pulsations caused by the changing mag-
netic flux created by the permanent magnets when the rotor rotates.

In addition, there exists a potential possibility the torque computations at different
rotor positions to be performed in parallel, instead serially, on several CPU cores, if
they are available.

2.3. The (1+1) evolution strategy

In this work a simple (1+1) evolution strategy is used for optimization of the PM
DC motor. Evolution strategies copy some of the principles of nature, though in very
simplified form.

In general, the evolution strategy methods have the following properties:

e General purpose optimization methods

e Robust, global-search oriented and derivative-free

¢ Relies on the idea that each design variable can be represented as a random
value rather than a deterministic one

e Consists of random walk of the design variables through the design space

e Guaranties that there is a non-zero probability to find the global minimum

In order to be robust, global-search oriented and derivative-free, the optimization
uses zeroth-order evolutionary strategy, consisting of random walk of the design var-
lables through the design space subject to constraints, and in which the movement of
the design variables is governed by Gaussian statistics with variable metrics.

The operation of the optimizer relies on the idea that each design variable can be
represented as a random value. The Gauss probability density function is used to vary
the design variables in the search space.

The algorithm starts from a guess solution (the starting point X, supplied by the
user) and iteratively applies three basic operators:

generation(mutation)
selection
annealing

which are repeated until the termination test is satisfied.
The accuracy threshold (i.e. search tolerance) may be prescribed by the user.
In the generation step a new value of the i-th design variable is computed

x(i)=m(@i)+u.d(i) i=1n (5)

perturbing parameters m(i) and d(i) by means of a random sample u (u fulfils Gauss
probability density function). Here, n is the number of design variables, x is the vector
of design variables, m is the vector of the mean values, and d is the vector of
deviations.
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In the selection step, if the new design vector does not violate constraints and
bounds, a choice is made between values m(i) and x(i), i=1,n, depending on the bet-
ter value of the objective function.

In the annealing step, the vector d is updated by multiplication or division by co-
efficient q < 1, in order to keep the probability of successful iteration around a pre-
scribed optimal value p (an iteration is successful if x is feasible and improves the ob-
jective function). The heuristic values for g and p are: g=0.8-0.9 and p=0.1-0.2 [3].

In practice, the effect of annealing is to control the width of Gauss bell: the wider
the bell is, the larger the search region around the current design point is. When a bet-
ter point is found, the width of the bell is increased around the new point to search for
further improvements; if no improvement is found, the width of the bell is gradually
decreased up to convergence.

The search process stops when the size of the current search region is small
enough, i.e., if d/d, <ST, where ST is a prescribed search tolerance. The smaller is

the search tolerance, the longer it will take to reach an optimum.

The algorithm is also referred to as (1+1) evolution strategy (or zero-th order evo-
lution strategy). Higher-order ES are obtained by generating multiple vectors m and d
and then selecting the best pair at each iteration; in that case the drawback would be
the increase of the computational cost. If the computer in use has several cores or
CPUs, several evolutions from different starting points can be run in parallel.

All the procedure is truly derivative-free which is very suitable for difficult non-
differentiable objective functions. Additional potential advantage of the evolution
strategies is that the higher-order evolution strategy methods are inherently paral-
lelizable, which could decrease considerably the computing time when run on com-
puters having multi-core CPUs or many-core GPUs.

3. RESULTS

3.1. Results from torque optimization

Using the simple (1+1) evolution strategy, after 13 hours computation and 139
generations on PC having AMD Athlon 64x2 CPU, 2.21GHz, 3GB RAM, the follow-
Ing optimum results, shown in Table 2, were obtained. The optimization was run 3
times with different initial points and the best results were retained and shown.

Table 2. Objectives, initial and optimized values

Objectives Unit Goal Initial Optimized | Improvement
and constraints value value %
Average torque | N.m maximum 0.0784 0.0976 + 24.5
Cogging torque | N.m <0.03 0.0286 0.00556 - 80.5

It is seen that the average torque is increased by 24.5% compared to the initial de-
sign. The cogging torque is also improved — diminished by 80.5%.

The optimized values of the design parameters can be seen in Table 3, in the col-
umn “End”.
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3.2. Sensitivity analysis

The sensitivities of the design variables could give the designer insight on which
variables are most important and have the most significant impact on the design, so
that he knows what should be changed first in order to improve the design. In Table 3
the sensitivities of the design variables in regard to the torque value are shown.

Table 3. Variation of the design variables

Design variable Description Start End Variation, %
dyl stator yoke thickness [mm] 4 4.683 + 17
mhl PM height [mm] 2 3.212 +60.6

AlphaPM PM angle [degrees] 65 74.7 +14.9
bz2 tooth width [mm] 3 3.999 +33.3
ha2 rotor yoke height [mm] 4.7 4.581 - 2.53
bs2 slot opening width [mm] 2.8 2.732 -2.42
hs2 slot opening height [mm] 1.2 0.8705 -27.4

In this design the permanent magnet height, the tooth width and the stator yoke
thickness have the most significant impact on the torque value. The increase of the
permanent magnet height increases the generated magnetic flux. The increase of the
tooth width and the stator yoke thickness diminishes the magnetic reluctance of the
magnetic path and increases the magnetic flux. Both factors increase the torque pro-
duced by the machine.

4. CONCLUSIONS

In this paper the Finite Element Method and optimization by (1+1) evolution
strategy are used to maximize the average running torque of a small 4-pole PM DC
machine. The optimization allowed the average torque to be increased by 24.5% and
the cogging torque to be diminished by 80.5%.

The optimization of this PM DC machine could be complicated by introducing
more objective functions and more constraints (e.g., price, efficiency, demagnetiza-
tion, etc.), which will require multiresponse optimization.

The results of the optimization have confirmed the good potential of the evolution
strategies in optimization of electrical machines.
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1. INTRODUCTION

The subject “Circuits and Signals” is intended for the MSc students of Electrical
engineering, Electronics and Automation concerning their profound and extended ed-
ucation. The syllabus includes topics of analysis and synthesis of analogue and digital
circuits.

An undeniable fact is that during last years digital circuits and systems enter eve-
rywhere in our life and without any “conflict” they replace their analogue predeces-
sors. In addition for analysis and synthesis of digital circuits the mathematical models
and techniques inherent in them any are used.

The natural world we live in, as well as most artificial sources, produce signals we
are accustomed to consider mainly of the analogue type. (This means that the signal
f(¢) is defined, somehow, for all values of the continuous variable ¢.) Present-day en-

gineer should be familiar with digital signals and systems and their mathematical proc-
essing [1]. This is because nowadays almost all measuring instruments (electrometers,
wattmeters, voltmeters, oscilloscopes, etc.) are digital, i.e. they operate with digital
signals. The same concerns definitely the relay protection of electrical objects.

This paper proposes a way that given circuits to be analyzed:

1) Analytically — through theoretical results obtained during lectures and semi-
nars.

2) Numerically — through simulating models which to visualize the results ob-
tained.
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2. THEORY

From the pedagogical viewpoint it is a good idea the process of sampling the sig-
nals to be visualized, i.e. the process of presenting an analogue signal by its digital
equivalent

x(t) = x(nT),

where T is the sampling period , and » is an integer (n=0,1, 2,...). When a continu-

ous time (analogue) signal is to be sampled the choice of a sampling frequency for
the signal must be determined by the highest frequency component of the Fourier
spectrum of the signal. In practice, the sampling frequency should be at least two
times higher than the highest frequency component of the analogue signal [2]. As a
relative scale coefficient for time we put 7' =1.

The most important class of digital systems is that for which excitation x(n) and

the response y(n) are related by a linear difference equation with constant coeffi-
cients of the form

YO0 =Y a3 -8 - Y by - k), p<a. (1)

where a, and b, are constants.

These equations provide a very accurate description of practical digital processing
systems.
If the present value of the output signal (response) y(n) depends on the past re-

sponse values y(n) as well as the past and present excitation values x(n) then the

corresponding digital system (filter) is recursive. This means that at last one coeffi-
cient b, # 0.

If the output signal y(n) does not depend on the present and past values of y(n)
then the corresponding filter is nonrecursive, 1.e. b, =0 for all £ .
An example of a nonrecursive difference equation is

y(n)=a,x(n)+ax(n—1)+a,x(n-2), (2)
and a recursive difference equation is

y(n)=a,x(n)+ax(n-1)+a,x(n-2)-b,y(n-1)—-b,y(n-2). (3)

There are different ways for solving these equations [3]. When a classical method
is used one finds the solutions of the homogeneous equation and partial solutions
separately. Another method consists of a creation of a table that contains values of the
input and output signals and solving the difference equation for each value of n. This
method could be used in cases when we are interested in only few values of the out-
put signal.
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The description of the discrete linear circuits and their analysis can be conven-
iently accomplish using Z -transform:

x(nT) = X(2)= Y x(nT)z" . “)

n=0

The digital systems are described by a transfer function defined as a ratio between
the output and input signal. In Z -domain the transfer function is

Y(z)

H(Z):X(z)’

()

where Y(z) = y(nT).
For realization of specific digital circuits, in particular digital filters, with a given
transfer function the following blocks are used [2]:

x,(nT) 7 WnT) = x,(nT) + x,(nT)
adder /

x,(nT)

x(nT) @ y(nT) = ax(nT)
multiplier @—>—®—>—@

x(nT) y(nT)=x(nT -T)
unit delay o> T —»—o0 ,

where « is a weight coefficient.
Nonrecursive equation (2) in Z-domain is

Y(z)=a,X(z)+az"'X(z)+a,z’X(2), (6)
and corresponding transfer function of the digital filter is

_Y()

=a, +az"'+a,z">. 7
Ty~ e ™

H(z)

Recursive equation (3) in Z-domain and the corresponding transfer function of
the digital filter are:

Y(2)=a,X(2)+a,z"' X(2)+a,z X(2) - bz 'Y(2) - b,z Y (2), (8)
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_Y(2) _a,+az+az”

H@O=v =1, bz bz ®)

3. SIMULATING MODEL OF FIRST-ORDER LOW-PASS FILTER

A passive low-pass filter of first order is shown in Fig. 1.

i(t)y R

i@CTi

Fig. 1

x(1)

For the circuit analysis Ohm’s Law and Kirchhoff”’s Voltage Law are used:

i) = O _ @)
dt dt

RC dfj (t’) + 39(6) = x(2). (10)

When the input voltage is a sine-wave x(¢) =u(t) =u, sinwt the phasor method

[4] 1s used in order to find analytical solution of the equation (10). Given the circuit
parameters R=1kQ,C=1uF,U =1V, f =500 Hz the solution for the output volt-

age 1s
y(£)=u,(t) = 0.303+/2sin(3140f —1.263) V.

For modeling, simulating and visualization of circuits, signals and processes Or-
Cad PSpice and MATLAB packages are used [5, 6, 7]. The simulation results of the
circuit through PSpice are given in Fig. 2a, b.
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Similar results are observed when a simulating model in the graphical environ-
ment MATLAB (Simulink) is created. In this case ready graphical functional blocks
from standard Simulink library are used. (See Fig. 3a.)

]

h 4

I ! L]
U 0.001=+1
Sine Wiawe Transfer Fon Scoped

5 ; ; ; ;
0 0002 0004 0006 0008 00T

Fig. 3a Fig. 3b

The Laplace transform of the circuit transfer function is used

1

T(s)=—.
() RCs +1

The input and output voltages for these particular data are shown in Fig. 3b.

In the case of a rectangular input impulse with the amplitude of 1V and duration
of 5 ms the result of PSpice and Simulink for the input and output voltages are shown
in Fig. 4a, b and Fig. 5a, b.
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After sampling the analogue signals the differential equation (10) is transformed
in a difference equation:

dy(t) _ (@) _ y(n)—yn-1)
dt At T
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RCy(n) _YJj(n Ly + y(n) = x(n)
(RTC + ljy(n) = x(n) + RTCy(n —-1)

(RC + T)y(n) =Tx(n)+ RCy(n—1)

T RC
= + -1),
y) RC+T x(n) RC+T =)
or in general form
y(m) = ayx(n) +by(n—-1), (11)
T RC

where a, = , b, = .
RC+T RC+T

A recursive digital filter that is described by equation (11) is shown in Fig. 6.

a,

x(n) y(n)

Fig. 6

Equation (11) in Z-domain is

Y(z)=a,X(z)+bz"Y(z), (12)

and then the transfer function of this digital filter is

_Y(z) a,
S X(z) 1-bzt' (13)

H(z)

The transfer function (13) of the synthesized digital filter is realized through
MATLAB by the function filter with the following syntax [6]:

y = filter(Nz, Dz, x),
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where y is the wanted discrete output signal y(n), x1is the input discrete signal x(n),
Nz =[a,] and Dz =[1 —b,] are vectors with elements the coefficients of the transfer
function of the filter. The simulation results are given in Fig. 7 and Fig. 8.
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4. CONCLUSION

The use of PSpice and MATLAB for education on the subject “Circuits and Sig-
nals” will result in:
— better clearness for learning the subject taught;
— connection of the “dull” theory with practical skills for simulating of mathe-
matical models and visualization of both input and output signals;
— making students familiar with the possibilities of PSpice and MATLAB for
visualization the results of circuits considered.
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1. INTRODUCTION

The subject “Circuits and Signals” is intended for the MSc students of Electrical
engineering, Electronics and Automation concerning their profound and extended ed-
ucation. The syllabus includes topics of analysis and synthesis of analogue and digital
circuits and especially digital filters [1].

The necessity for learning digital filters is engendered of their high application in
digital signal processing and communication. It is known that analogue and digital filters
affect both amplitude-frequency response and phase-frequency response as well [2].

The aim of this paper is to help students better understand the subject taught and
get a visual idea of the signal processing in the subject “Circuits and Signals”.

2. THEORY

It is possible to synthesize a digital filter by its analogue prototype using some ba-
sic characteristics concerning the process of the circuit. The characteristics can be a
differential equation, a transfer response or an impulse response.

Some of the methods of synthesis are named after their basic characteristic [3]:

— method of sampling the differential equation;

— method of the invariant frequency response;

— method of the invariant impulse response.

Each of the methods has its own special characteristics connected with a different
accuracy of reproduction of amplitude-frequency response, differences in their struc-
ture, etc.
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The differential equation is sampled and this necessitates the analogue circuits to
be replaced by digital ones and the differential equation to be replaced by a corre-
sponding difference equation. The analogue quantity time ¢ is replaced by the dis-
crete time n7 and the result is

t=>nl; x(t)=x(nT); y()= y(nT),

where T is the sampling period, = is an integer (n=0,1, 2,...). Since a relative scale
for the time is frequently used, we put 7 =1. The digital equivalent x(nT) corre-
sponds to the input analogue signal x(¢) and the digital equivalent y(nT) corre-
sponds to the output analogue signal y(z).

The differential increment of the argument is

dt=T: dt*=T?,

and the function increments corresponding to the first- and second-order finite differ-
ences are [2]:

dx(t) =x(n) —x(n-1); dy(t) = y(n) - y(n -1);
d’x(t) =x(n) —x(n=1) —[x(n —-1) — x(n — 2)] = x(n) — 2x(n 1) + x(n - 2);

d*y(t)=y(n)— y(n-1)—[y(n-1) - y(n—2)]= y(n) - 2y(n —1) + y(n - 2).

The accuracy of the transform becomes higher if the finite increments have been
determined by the Runge-Kutta method.
The solution of difference equations is frequently found in the Z -domain:

x(nT) = X(2) =Y x(nT)z" . 1)

The transfer function defined as the ratio between the output and input signal in
the Z-domain is
Y(z)

"=y

(2)

where Y(z) = y(nT).

In order to realize digital filters with a known transfer function the following ba-
sic blocs are used: adder, multiplier and unit delay.

A digital second-order filter and its transfer function in the Z -domain are:

Y(2)=a,X(2) +az" X (2) +a,z°X(2) —bzY(2) - b,z7%Y(z), (3)

Y(z) ap+az" +a,z”

H(z)= = :
=) X(z) l+bz'+b,z?

(4)




236 07.09.12 — 09.09.12, Sozopol, Bulgaria

3. SIMULATING MODEL OF A SECOND-ORDER BAND-PASS FILTER

The circuit of a passive second-order band-pass filter is given in Fig. 1.

0oL
i e /e NN
x(t) J @ R J ()
Fig. 1 '

For the analysis of the circuit Ohm’s Law and Kirchhoff’s VVoltage Law are used.
As a result the basic differential equation is found [4]:

L dig) +% it + y(1) = x(0)
L0 Ly 0 de) PI0)
C ai  di R
£d2y2(t) N 1 b(0) + dy(t) _ dx(t) Xﬁ
R df  RC a  a |I

d? yz(t) N 1 1)+ R dy(t) _R dx(t) (5)

a2 1T a L a

The quantities connected with the filter operation — the resonance frequency @,,
the characteristic impedance p and the quality factor O, are introduced

_ 1 _|L iy R_o
a)o - \/R 1 ,0 C 1 Q R 1 L Q 1
and the equation (5) takes the form:
2
d yz(t) +&dy(z‘) 2 (0) :&dx(t) | 6)
dt Q dt Q dt

When the input voltage is a sine-wave x(¢) =u(¢) =u, sinwt and the circuit parame-
tersare R=20.2,L=10mH,C =100 uF,U =1V,w =0, =10%rad Is, f = f,=
=159.15 Hz, the circuit is in a resonance state and after the transients the output volt-
age repeats the input one. The value of the quality factor is 0 =0.5.
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The amplitude-frequency response (AFR) and the phase-frequency response
(PFR) of the circuit after simulating by PSpice [5, 6] are given in Fig. 2. The reso-
nance frequency f, =158.489 Hz and the band-pass Af =317.506 Hz can be easily

found by the AFR. The value of the O -factor of the RLC -circuit is

_Jo _
0= r =0.4991

(154 489, 10000

548,708 . 000m

111

uuuuuuuuu

The quality factor could be found by macros that uses objective function for de-

termining resonance frequency and the frequency band-pass and the result is
0 =0.500645.

Using MATLAB [7] graphs of the AFR and the PFR are given in Fig. 3a, b.
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The graphs of the input and output voltage as a function of time are given in Fig.

4. The PSpice simulations and the values of the quantities taken from the graphs con-
firmed the theoretical results.



238 07.09.12 — 09.09.12, Sozopol, Bulgaria

Fig. 4

Similar results are observed when a simulating model in the graphical environ-
ment Simulink of MATLAB has been created. In this case ready graphical functional
blocks from standard Simulink library are used (see Fig. 5a). The Laplace transform
of the circuit transfer function is used

RCs

T(s)= )
(5) LCs? + RCs +1

The input and output voltages for these particular data are shown in Fig. 5b.
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After sampling, the analogue signals the differential equation (6) is transformed in
a difference equation:

Y=y -0~ [ -~ y(n-2)] | 0, Y= pa-1) | @, x() = x(n-1)
T2 0 T o 0 T

Oly(n) = 2y(n =1 + y(n - 2)|+ @, T[y(n) - y(n - 1)+ @ZOT*y(n) = &, T[x(n) - x(n —1)]

0 + &,T + @20T? [y(n) = 0,Tx(n) — @, Tx(n —1) + (20 + @, T )y(n —1) — Oy(n - 2).
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The general form of the difference equation that describes the operation of the
digital filter of Fig. 6 is

y(n)=apx(n) —apx(n=1) + byy(n —1) = by(n - 2), (8)

@,

where a,=a, = R
0+ ao,T + Qw,T

B 20 + w,T
! Q+a)OT+Qa)02T2’

_ Q
O+ w,T +QwT?

2

10

Fig. 6

The equation and the transfer function in the Z-domain are
Y(z)=a,X(z)—az" X(z) + bz 'Y (z) - b,z Y (2) 9)

Y(z) ay-az

H(z)= = :
=) X(z) 1-bz'+b,z7

(10)

The transfer function (10) of the synthesized digital filter is realized through
MATLAB by the function filter with the following syntax [7,8]:

y = filter(Nz, Dz, x),
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where y is the wanted discrete output signal y(n), x is the input discrete signal
x(n), Nz=[a, —a,] and Dz=[1 —b, b,] are vectors with elements the coefficients of

the transfer function of the filter. The results of the simulation are shown in Fig. 7
and Fig. 8.

Amplitude-frequency response Fhase-freqency response
T T T

140

Frequency f Frequency f

Fig. 7 Fig. 8

4. CONCLUSION

The application of PSpice and MATLAB result in better understanding and better
learning the filters considered. The subject “Circuits and Signals” becomes more at-
tractive to the students. Based on this application it is possible to think about intro-
ducing these topics in laboratory practice.

The IT advance makes possible mathematical models to be used. These models
can simulate corresponding processes and operative models of different circuits. The
adequacy of the models of the real physical objects could be proved in the real output
functions with the simulated ones.
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Abstract: In the paper, the advantages and disadvantages of the coils used in transformers supply-
ing electric furnaces (electric furnace transformers). Technique for automatic calculation of
the eddy-current coefficient in laps’ coils is proposed. These coils are used usually when the
currents are over than 100 kA. The possible boundary values of the laps’ widths are given in
table form.
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1. INTRODUCTION

The windings of the transformers for high current and low voltage are the most
important constructive elements of the transformers supplying electric furnaces (elec-
tric furnace transformers). These windings have small number of windings (up to 5
and very rarely more than 5) and they are made from a conductor with very big sec-
tion. They are manufactured for voltages from 50-60 V to 1000 V. The main parame-
ters of the electric furnace transformers, produced in Republic Bulgaria, are shown in
Table 1.

Table 1
No Power, W}:Eriﬁb:rvsf Section of the thg)llllrrﬁntthe Secondary | Type of
- MVA &5 Wi, conductor, mm? & voltage, V | the coil
- WHH , A
| Lowith 6 1120 2000 63+113 | rimmed
reactor
2 2,0 with 6 1585,28 3401 1002225 | double
reactor disks
7,5 with 8 1000 10040 1012200 | double
4 reactor disks
5 133 8 1200 12703 132:390 | double
disks
double
50,0 5 10124,8 32052 229+825 s
6 disks
7 50,0 2 12000 65000 188-590 lap

It is obvious that the windings for high current have very big section of the con-
ductor, which insists on applying some additional actions with respect to their fixture
in order to ensure electro-dynamic stability of the transformer.



242 07.09.12 — 09.09.12, Sozopol, Bulgaria

The requirements, defined about the windings for high current and low voltage,
are following: low overhead looses; sufficient electro-dynamic stability; admissible
heating stability (according to the standard); low price and easily and simple produc-
tion.

The made investigations show that the mentioned above requirements satisfy the
transformer with screw-winding, disk- winding and lap winding.

2. PROBLEM STATEMENT
2.1. Screw windings

These coils apply in transformers with power smaller than 6300 kVA and secon-
dary currents up to 5000 A [1]. They produce as one-walk or multiple-walk, when it
1s necessary to increase the section of the conductor (resp. coil). As a rule the section
of the coil determines according to the number of the parallel conductors, put in the
radial direction of one walk.

One-walk screw coils use for the transformers with middle power and smaller sec-
tions of the conductor (up to 4-6 parallel conductors). When the number of parallel
conductors is bigger (from 8 to 20) it uses duplex screw windings. When it studied
power transformers and the supplying voltages are upper than 35 kV, the number of
parallel conductors can reach 40. Then it applies tree- and four-walk screw coils.

In practices the screw coils produces as short ones, which manufactures as a nor-
mal screw coils. The litters put axially each other and they are connected in parallel.

The short screw coils realizes on the common isolative cylinder and each coil be-
gin right after the end of the previous one in order to minimize the empty space.
There is a loop between the coils and she uses for taking off the respective coil’s ter-
minals. The loop cuts and one terminal uses as an end of current short screw coil, but
the other terminal is the beginning for the next screw coil. The practice shows than
screw coils consist of big number parallel conductors. It means that the conductors
are in diffuse fields with different intensity, which leads to arising of the circulation
currents. The losses, caused from these currents, decreases by changing the order of
the conductors in their manufacturing, so called transposition. Usually in practice ap-
plies Hobert’s transposition, which is considered as the best one. Unfortunately, it is
very sophisticated — the investigations shows, that the transpositions in one short
screw coils are 100-200 [1, 2], but sometimes still more. This considers as a serious
disadvantage of these type coils.

Other its disadvantage consists of some difficulties in taking off terminals to the
rimmed system, which is as a result of the large number of conductors (resp. big sec-
tion).

There disadvantages compensate with the advantages of the short screw coils,
which have very good heating and electro-dynamic stability and have low overhead
looses [5], [8].
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2.2. Coil with disc windings

2.2.1. Coil with continuous disc windings

In practice [8] there are electric furnace transformers with low voltage coil pro-
duced as continuous disk coil. Its construction is based on the loops between the sep-
arately disks. These loops cut and its terminals solder on the respective rims. These
coils require splitting of the rims in several groups, which can be combined either in
serial or in parallel connection each other. In first way, the secondary voltage is a sum
of the voltages for each pair of disks and the current is equal of the current passed
through the one pair of rims. In second way, the voltage is equal of the voltage of one
pair of rims and the current increases as times as the numbers of pairs of rims. This
enables to use the rims with different sections, i.e. bigger and smaller sections for
rims with bigger and smaller loads, respectively [6]. The research shows that the cur-
rent distribution on the rims (resp. through the coils) is uneven [6], which is as result
of the respective resistance of the coils. It is different during the coils, which lead to
increasing of the current in the beginning and in the end sections up to 2 times [6, &].
This causes serious heating and dynamic inconveniences. The solution of these prob-
lems needs of applying of the specifically actions as interweaving of the beginning
and the end sections; increasing of the conductor’s section in the beginning and the
end sections; increasing of the cooling channels in axial direction and etc. These coils
use in transformers with small number of windings of the secondary side and not big
powers.

2.2.2 Double discs coils

This coil includes two disks. The number of windings in the disk is divisible of
the number of the disks. This show that each disk have integer number of windings. It
produces as the continuous disk coil. When there is a parallel conductors the transpo-
sition is made. Usually it applies the common transposition [1, 2]. However, it is im-
perfect and lead to bigger overhead losses. If the radial size of the conductor decrease
and if increases the number of parallel conductors, then these losses decreases. The
investigations show that double disks coil prefers from many companies, because it is
suitable in constructive and technological sense, 1.e. it is compact; it has high heating
and electro-dynamic stability; it allows to realize a compensative rims’ system with-
out applying the additional constructive actions.

The mentioned above advantages of disks coils, give occasion for their widely us-
ing as low voltage coils in electric furnace transformers where the number of their
windings is up to 3.

2.3. Lap coils
These coils uses in electric furnace transformers with very small number of wind-

ings in the secondary side (from 1 to 9) [9]. Usually it uses the sheets from cooper or
aluminum with suitable height and width according to the power of the transformer.
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The sheets divide in axial direction in separately bands, which connect in parallel to
the rims’ system.

An important feature of these coils is their dependence on the eddy currents,
which cause additional power losses.

It is well known, that the eddy currents are related to the quasi stationary phe-
nomena [3]. They create uneven distribution of the current density on the coils sec-
tion, which causes other damaging phenomena (as skin effect, increasing of the re-
spective resistance, decreasing on the inductance and etc.). Then the losses are as a
result from the axial component as well as from the radial component of the diffusion
field.

In practice, the losses from eddy currents estimate with so called eddy current co-
efficient K, which determines in percents from the main losses in the coil [2, 9]. The

estimation makes separately for the axial and the radial components of the diffusion
field. The problems concerned with influence of the radial component are discussed
in details in [7].

The influence of the axial component can be analyzed by the following formula

[2, 9]:
K, :%(0,96.A.‘/21‘“+KRJ4.(w2—0,2),% (1)

where w — number of windings in the secondary side of the electric furnace trans-
former; A - width of the sheet, K, - Rogovsky’s coefficient, which in practice is 0,95

— 0,96; %— ratio between the sum of all elementary bands and the main axial

length of the coil.

The axial component of the eddy currents coefficient for different widths of the
coil’s sheets is calculated by software product MatLab and the results are given in
Table 2.

The table helps the engineer to choose the width of the lap coil in terms of the
numbers of its windings when it is imposed the restrictions on the additional losses
from eddy currents. For example, in restriction for these losses to be smaller than 20
%, when the number of windings of the second side is given (see the marked half of
the table 2) it can determine the maximum width of the lap coil. In addition easily can
estimate the maximum current, which can passed through the lap coil.
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Table 2
Laps width Number of windings in the secondary side of the transformer
om Wi =1 Whn =2 Wan =3 Whn =4 Wun =5
KB KB KB KB KB
0,1 0,006578 0,026521 0,064398 0,157432 0,262134
0,15 0,009456 0,039055 0,098762 0,178655 0,311505
0,2 0,010356 0,049025 0,113405 0,203440 0,320405
0,25 0,035642 0,153689 0,354378 0,864321 1.056743
0,3 0,052023 0,247441 0,572331 1,028330 1,610091
0,35 0,114567 0,632780 1,453673 2,202134 3,843290
0,4 0,164400 0,781320 1,809114 3,248015 5,101200
0,45 0,285341 1,239654 3,258621 5,894539 8,965231
0,5 0,401513 1,907115 4,416332 7,929012 12,453201
0,55 0,621453 2,943201 6,734520 12,002131 18,62378
0,6 0,832023 3,954552 9,157213 16,442453 25,810011
0,65 1,153687 5,432785 13,210045 23,456341 36,732109
0,7 1,542032 7,326096 16,965321 30,460213 47,812314
0,75 1,9503465 8,983457 19.073462 39,452371 75,521304
0,8 2,631024 12,498743 28,942116 51,963194 96,453120
0,85 3,321056 16,742356 37,345620 76,862345 133,345271
0,9 4,214034 20,0191083 46,3592413 101,345621 153,813245
0,95 5,127345 24,987451 79,349201 153,452361 210,342156
1,0 6,424012 30,512345 112,432098 211,485678 267,835263
1,05 7,453627 38,523417 136,342567 241,674532 301,231567
1,1 9,405012 44,672345 180,123452 277,982346 330,174523
1,15 11,523456 52,234157 205,672345 320,324561 380,234151
1,2 13,301112 64,325671 234,234567 370,125678 401,235784
1,25 15,672340 58,934527 248,345261 398,673452 444231314
1,3 18,346121 75,089045 272,098456 422,231562 480,123412
1,35 21,341264 79,784523 292,356743 436,253412 518,342617
1,4 24,6761212 88,213141 312,123141 450,123145 573,126735
1,45 28,342312 95,745362 332,845634 464,846352 650,123456
1,5 32,5182213 106,413121 360,231234 478,345621 737,213424
1,55 37,342516 224,524132 384,542132 493,441236 802,213242
1,6 42,096332 238,325607 408,112314 507,945321 867,321365
1,65 49,002134 298,121345 418,341267 557,876543 932,020345
1,7 56,127856 356,845362 448,213456 607,453426 967,564321
1,75 63,934526 415,453216 468,543216 657,452135 1017,364521
1,8 70,764321 474,563421 488,342165 707,317643 1067,453216
1,85 79,532156 533,325161 638,076543 847,634523 1200,213456
1,9 86,090876 599,314256 738,231567 987,654321 1333,020301
1,95 97,509876 661,534210 793,342109 1042,098762 | 1463,789064
2,0 109,102345 687,321345 848,098706 1097,543567 | 1593,098741
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Abstract. This paper discusses some existing differences in equations for electromagnetic induction.
In some literary sources mentioned difficulties in describing the phenomenon in some specific
cases. To achieve uniformity in the description of electromagnetic induction has introduced an
additional parameter to describe the magnetic field outside of Maxwell's equations. The intro-
duction of the additional parameter allows an unambiguous description of the phenomenon.
Examined the impact of the introduction of the new parameter to the existing equations in this
area (the expressions describing electromagnetic induction, the Coulomb - Lorenz force, the
magnetic vector potential and transmission of electromagnetic energy).

Keywords: electromagnetic induction, Maxwell equations, Coulomb-Lorentz force, magnetic vector
potential, Poynting vector.

1. INTRODUCTION

The description of a phenomenon used a mathematical model must be unambigu-
ous and complete. This means that all specific situations should be described by
equations of the model without problems and controversy. In several articles pub-
lished controversial mathematical model to describe electromagnetic induction. In
order to describe the electromagnetic field to eliminate controversial points need to
be analyzed and to be completed mathematical model in such a way that the existing
contradictions eliminated.

2. PROBLEM STATEMENT

The electromagnetic field is described by Maxwell's equations according to [1]
(IEV 121-11-62), representing a set of equations relating the four vector quantities
determining the electromagnetic field in a material medium or in vacuum and the two
quantities electric current density and volumic electric charge set of equations relat-
ing the four vector quantities determining the electromagnetic field in a material me-
dium or in vacuum and the two quantities electric current density and volumic elec-
tric charge

The Maxwell equations expressed in differential form are:

rotk = ——; divD = p; (1a,b)
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rotH = J + (Z—It) divB = 0. (2a,b)

Where rot anddiv denote the rotation and the divergence respectively, E, D,H
and B are the four vector quantities determining the electromagnetic field, Jis the
electric current density, p is the volumic electric charge and ¢ is the time. The Max-
well equations completely define the electromagnetic field in a given medium only
together with the relations characterizing the medium. In the case of linear medium
these parameters are permeability-u, permittivity-e and conductivity -y of the me-
dium. The Maxwell equations expressed in integral form are:

§E-af=—i B-ds; §D-ds=0; (3a,b)
C dtS S
Lo d .-
$H-dl =1, +—[D-ds; § (4a,b)
o8 dtS S

In these equations are respectively assigned: / is the contour limiting surface S and
hence closed surface S.

Originally Maxwell's equations are 20 and include both integral and differential
description. As used in the standard equations have been proposed by Heaviside later,
they were divided into differential and integral.

It is considered that the differential and integral form of equations are equivalent,
which means that each situation from equations in integral form can be described by
differential quantities. Nevertheless, a number of publications showing the specific
situations impossibility to describe certain cases with the specified variables and dif-
ferential equations.

Subject of this report is the analysis of the equations relating to electromagnetic
induction. In differential form we have

dB
rotk = —— 5
o )
In an integral form the dependence is
- do®
§E- di =~ 45 g5 = —9Ps (6)
¢ dt dt

and is known as the integral form of Faraday's law.
At the left side of (6) is usually valid only for closed loop.
When moving conductor in a magnetic field is also used the equation:

E=(xB),U, =(FxB)I
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for which is said to be a consequence from the integral form of Faraday's law.

The presence of a number of cases in which a formula is not an exact solution to a
practical setting means that the mathematical model is limited, and in some situations
you are unable to account for certain conditions. This is indicated in some of the lit-
erature [3], [4], [7]. In the other half think that these are two separate phenomena -
driving electromagnetic induction and electromagnetic induction for amending cov-
ered magnetic flux [2], [5]. To make a complete mathematical model is needed for
any specific situations to satisfy all dependencies used by the model.

In the literature cited most often seen combination of mobile and stationary parts
of the loop in contact with each other through the brush in a constant magnetic field.

Individual cases considered can be grouped into four groups:

1. Contour of the fixed and movable part stationary magnetic field with brushes
attached to the movable part (Fig. 1). In this case, the movable part is in the form of
lead sheet to four cases may be displayed with similar figures. Loop formed by the
way in wire between stationary brushes and the straight line between the brushes of
wire in the form of sheet. The movement of the movable part of x; to x, with speed v
electromagnetic induction is given by the following relations

U, = A0, 4Py gy (7)
dt dt

You can see that this is a classic case of a generator in which the rate of change of
magnetic flux @, covered from contour is equal to the speed of change of the trun-
cated magnetic flux @, from contour and thus is equal to vBI.

2. Contour of two fixed parts stationary magnetic field brushes moving from x; to
x, with speed v (Fig. 2).

() ()
U,.:o:—d 2051 2% (8)
dt dt
0 ""'llI I‘, 0 -"l! f‘,
T 1 T d
+ %
J ¥ B I ¥ B
hl 1 X |
Fig.| Fig.2

This case has no practical application, but it shows that there is a discrepancy be-
tween the induced voltage and the rate of change of magnetic flux covered.
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3. Contour of the fixed and movable part stationary magnetic field with brushes
attached to the fixed part (Fig. 3).

@i _pygz-2Pe_y. )
dt dt

U =-

1

This is the case of the unipolar machine and is often cited as a paradox because no
change of magnetic flux covered and there induced voltage. The case is a combina-
tion of the first two cases.

4. Contour of the fixed and movable part stationary magnetic field with varying
brush position in mobile and fixed parts (Fig. 4).

SN S I P (10)
dt dt

U. =

4

This case is a combination of the above three cases.

From the analysis of the expressions for induced voltage in the above case shows
that it is always proportional to the rate of change of magnetic flux truncated from the
boundaries of the loop.

The rate of change of magnetic flux covered by the contour in the presence of
movable contacts in it, do not generally correspond to the induced voltage in the cir-
cuit.

In literature there are many papers and analyzing complex situations, including
modification of the magnetic field, but in this case there is no need to dwell on them.

& | ®
! 3 & ; _ B
v v
e | - E |
Fig Fig4

In references [6] and [7] described a paradoxical situation in which it is said that
there is no logical description in the literature to date and concerns the inducted ten-
sion in the conductors of classical generator placed in the channels of the rotor. On
Figure 5 shows the main variables and parameters necessary to describe the induced
voltage.

In engineering calculations to determine the induced voltage is used the expres-
sion

U,=2v,Bl (11)
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Where B, is the magnetic flux density in the air gap, v, is the peripheral speed of

the rotor and / is the active length of the wires in the channel. Is multiplied by two,
because it is reported that the turn is formed by two lengths. In the case working with
induced voltage in a one turn.

Although the formula part of the magnetic flux density, which is the average of
the differential type, the formula is an integral type, because it determines the mag-

netic flux covered by the loop
dd
E =2v pBOZ .
The formula U, =2v Bl will be differential type, if the parameters are differen-

tial parameters along the contour (wire), i.e.
U,=2v.B_.l (12)

Where B, is the magnetic flux density in the wire, v, is the wire speed in the case
accept that matches the v .

Paradoxically, spoken of here is that the magnetic flux density in the conductor is
B, butisnot B,. Value B, is much less than that B, and does not match the value of

the induced voltage.
U,=2v,Bl+2v, B.l (13)

Let us analyze in more detail the expression for the value of the induced voltage
in accordance with Fig. 5.

When the relative permeability of the magnetic material of the rotor is u,, for the
values of the magnetic flux density in the tooth B, and in the channel (conductor) B,
we have:

B =M3- B =iBO. (14)

VA 0° C

lLlr lLlr

Given the above dependencies and practical value of g =1000 shows that there
a big difference in determining the induced voltage with B, and B.,..
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U, =2v,B,l =5002v, B.1)#2v B (15)

1.e. result is obtained, which is 500 times greater than that obtained from the classical
formula for the induced voltage. This means that the formula is not a realistic mathe-
matical model of the phenomenon described.

Let us consider a situation in which the conductor is stationary (v, =0) and the

rotor moves in the space around the conductor in the channel with peripheral speed
v,. The example is practically realizable, despite being specific. In this case it ap-

pears that the value of the induced voltage should be zero in accordance with the
formula for the induced voltage in differential form and reaffirms incorrect mathe-
matical description.

There must be a mathematical model that provides an accurate relation between
the differential parameters of the electromagnetic field and the value of the induced
voltage.

Magnetic lines of force, in accordance with Faraday's ideas are uninterrupted
lines. The rotor winding wires crossed them and covered them magnetic flux chang-
es. When the rotor rotates, if we have to preserve the continuity of the magnetic lines
of force is necessary in the mathematical model to introduce an additional speed v,

of transverse moving of the magnetic lines of force in the channel. In our sample
case, the relationship between the peripheral speed of the rotor v and the transverse

speed v, of the magnetic lines of force in the channel is given by the equation:

vy =7, (1, ~1), (16)

where assumed that the relative permeability in the channel (the material of the con-
ductor and the insulation material) is equal to one.
Taking into account the expression (16), expression (13) gets the following form:

U,=2v,Bl= 2(vp —VB)BCZ = 2{vp +v, (1, —1)}BCZ = Z{VC —vp(,u,, —1)}BCZ. (17)

If we analyze the above relation is established:

1. Induced voltage is the sum of two composing, one of which is proportional to
the speed of crossing of magnetic lines of force due to the movement of the conductor
in the magnetic field. The second is proportional to the speed of crossing conductor
of cross displacement of the lines of force {— v, (yr - 1)} Induced voltage is propor-

tional to the rate of change of magnetic flux crossed by the contour.
2. Assuming u =1, then B, = B, and the analysis is restricted to rotation of a

frame in the magnetic field in which there is no movement of flux of the magnetic
field. Induced voltage is proportional to the rate of change of the crossed magnetic
flux from the contour.

3. Assuming that v. =0, equation (17) determines the value of the induced volt-

age and it is again proportional to the rate of change of crossed magnetic flux from
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the contour due to cross movement of the magnetic lines of force with speed
{VB =-v, (,u,, - 1)}

Of the examples shown here that the induced voltage is always proportional to the
rate of change of crossed magnetic flux from the contour.

For a more complete description of the electromagnetic induction phenomenon is
necessary to introduce additional characteristic of the magnetic field, expressing ve-
locity v, of moving magnetic lines of force in the space.

According to IEV ref 121-11-19 magnetic flux density B is defined as a vector
field in which a moving charged particle with velocity v and with charge ¢ acting
force F = qv - B. In the so-defined vector field vectors B have applied point, size and
orientation in the space. They are not attributed to a transverse velocity v, that re-

flects the possibility of transverse movement in the space of the magnetic lines of

force (the expression is only valid for static magnetic field). In the scientific litera-

ture, the author has not encountered a description of the magnetic field to use v, .
Using v, for the characterization of time varying or space varying magnetic field

can be justified with the help of Stokes' theorem used in the form of integral equa-
tions (3) of the Maxwell, known as the integral form of Faraday's law (6).

§E-df:—i g.dgz_dq)s
z dt s dt

The magnetic field is solenoidal field. The amendment to the flux @g, piercing the
surface S, bounded by the loop C at the expense of flux loop crossed.

Magnetic lines of force are closed lines may be inside the loop (covered by the
contour), only cross it, or if there were to leave the loop to cross it. In other words,
change the covered magnetic flux by the loop is equal to the truncated magnetic flux.
In solenoidal field increases the density of the flux at a point in the expense ratio of the
magnetic lines of force around it (movement of magnetic lines of force to it), a reduc-
tion of the magnetic flux density at a point at the expense of diluting the magnetic field
lines around it (moving away the magnetic lines of force of it). In solenoidal field in-
creases the density of the flux B at a point in the expense compression ratio of the
magnetic lines of force around it (movement of magnetic lines of force to it), a reduc-
tion of the magnetic flux density at a point at the expense of diluting the magnetic lines
of force around it (moving away the magnetic lines of force of it).

Apparent from the above analysis shows that the transverse movement v, of the

magnetic lines of force is characteristic of any time-varying or space-varying mag-
netic field. Transverse motion v, of magnetic lines of force is measurable (physical
effects-rise- £). Moving along the lines of force themselves is indistinguishable (not
create a measurable physical effect).

Introducing v, allows for a more complete description of the magnetic field in

which most of the paradoxes discussed in the literature obtain unambiguous descrip-
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tion of both differential and integral in kind.
If in (6) introduce the speed of transverse movement of the magnetic lines of

force, we get differential description of the field strength E along the loop C:

§E-d7=§(vc—vB)xE.dZ:——@-cﬁ:—d@S, (18)
. . dt

where B , V. and v, are the values of the quantities at the point of the element dl .
In case of a stationary loop we have:

dd
dt

§E-di =§(%,)xB-dl =—§Bd5 =-
C C dt

From the above expressions can be concluded that the generality law of electro-
magnetic induction in differential form is

—

E=(.-V,)xB. (19)

If we take the left equality of (18)

and because the right side of above equation is valid for any point of the circuit, we
can write it in the form:

i“-di: f Vo =V, )xB-dl

IEV ref 121-11-20, Coulomb-Lorentz force F exerted on a particle having elec-
tric charge g and velocity v, given by the:

F=g(E+vxB) (20)

In this case, the expression is only valid for static magnetic field. If the magnetic
field is variable over time, or moved in space, equation (20) yields the form:

—

F=glE, +(-%,)xB), 1)

where the electric field strength £ o 1s aresult of charge 0. The compound (v, x B)is

expressed as equivalent electric field.
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The assumption that the magnetic field can be moved in space, this means that it
carries its moving energy.
In (IEV ref 121-11-64) electromagnetic energy is given by:

%yEthiéﬁV

If in determining the flow of electromagnetic energy transfer approach analogous
theorem of Umov [9], the transfer of energy only where there is movement (flow).
Flows of energy transfer in the electromagnetic field in our sample case are two, total
current and transverse displacement of the magnetic flux.

Electromagnetic power transmitted through the surface S can be defined as:

Po=[V-J +H-(7,xB)ds 22)

N

where V' is the electric potential, th = ] + ]D - the total current density, J - conduc-
tion current density and j, is the displacement current density.

In areas, where Jj, =0, electromagnetic energy is transferred entirely magnetic
way. In areas, where v, =0, electromagnetic energy is transferred completely electri-
cally.

Certainly the expression (22) differs from (IEV ref 121-11-66), where with the
help of Poyting vector can be defined power passing through a closed surface.

If you convert the second term of the expression (22)

—

i (5, xB)=HE,,

shows that similar expression Poyting vector, but here £, is the ingredient strength

of the electric field due to transverse movement v, of the magnetic field.

According to 121-11-28 induced voltage is scalar quantity equal to the line inte-
gral of a vector quantity along a path C from point a to point b in which charge carri-
ers can be displaced:

U = | [a—Aw *J-df, (23)

where 4 and B are respectively a magnetic vector potential and the magnetic flux
density at a point dr of the path (C), v is the velocity with which that point is mov-
ing, 7 1s position vector, and ¢ is the time

The induced voltage is equal to the time derivative of the linked flux correspond-
ing to the path.

The above formula does not account for transverse movement of the magnetic
field. Taking into account equation (19), equation (23) yields species.
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T{{v vB xB} dr. (24)

7, (C

On the other hand we know that the magnetic vector potential (IEV ref 121-11-

23) is chosen so that 7614 = B. To reflect the effects of transverse movement of the
magnetic field is necessary to add a suitable compound that contains no rotation.
Each time variable magnetic flux contains only one central line of force for which
v, =0. For changing magnetic flux in time, other lines of force are concentrate (di-

lute) around it. With circular symmetry velocity at a point is proportional to a dis-
tance from this point to the fixed line of force and radially oriented. The transverse
movement of the magnetic field in space is given by the speed of the central line of
force v,. #0. In this case, v, at a given point is the sum of the two speeds
Vg = Ve + Vg

The concept of "linked flux" in IEV ref 121-11-24 acquires the meaning of a trun-
cated flow, and this truncated flow can be determined for each part of a curve, not on-
ly for loop.

In consideration of the quantity equations (1.2) can be represented in the follow-
ing manner:

In consideration of the quantity v, to the equations (1), (2) can be represented in
the following manner:

E=(-v,xB) divD = p; (25a)

rotH = J + aa_lt) . divB=0; (256)
In this case, the component E = (— Vy xE) reflects the impact of the changing
magnetic field(the phenomenon of electromagnetic induction). Expression (la)

~ B . . .
rotk = —%—t is contained in equation (25a).

3. RESULTS

The article reviewed and systematized some problems from the literature to de-
scribe the phenomenon of electromagnetic induction. As a result, proposed an addi-
tional parameter describing the magnetic field. It is shown that any variable in space
and time characterized magnetic field at any point in the magnetic flux density B and
an additional parameter v,— the rate of moving transverse to the magnetic lines of

force. Additional characteristic allow for clear and complete description of the phe-
nomenon of electromagnetic induction.
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Examined the impact of the introduced feature in Maxwell's equations and ex-
pressions describing electromagnetic induction, the Coulomb-Lorentz force, magnetic
vector potential and transmission of electromagnetic energy.
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Abstract. In the present paper, behavioral computer SPICE model of photovoltaic cells is developed.
The model parameters are automatically calculated using datasheet data. The temperature de-
pendence of the model parameters is taken into account. The model is built as parameterized block.
The input data are the short circuit current lg, the open circuit voltage V.. and two remarkable
points from the flat segments of the IV characteristic from the datasheet. A validation of the model
is performed based on datasheet data of the PV cell and the accuracy of the model is investigated.
The computer realization is performed in the Cadence Capture and Cadence PSpice environment.

Keywords: Photovoltaic cell, Behavioral model, PSpice simulator, Parameter determination, Tem-
perature dependent parameters, Parameterized block

1. INTRODUCTION

The photovoltaic cells and modules are of significant importance for the design of
photovoltaic (PV) power systems. A number of computer models and parameter ex-
traction procedures are proposed in [1-5].

In the present paper, behavioral computer SPICE models of photovoltaic cells are
developed. The model parameters are automatically calculated using datasheet data.
The temperature dependence of the model parameters is taken into account. The model
is built as parameterized block. The input data are the short circuit current I, the open
circuit voltage V. and two remarkable points from the flat segments of the IV charac-
teristic from the datasheet. A validation of the model is performed based on datasheet
data of the PV cell and the accuracy of the model is investigated. The computer realiza-
tion is performed in the Cadence Capture and Cadence PSpice environment.

2. PARAMETER EXTRACTION PROCEDURE

The equivalent circuit of the photovoltaic module consisting of Ng PV cells con-
nected in series, is shown in Fig. 1.
The PV current | is described by the following equation:

V+IR, T
|=|ph—|0 € A -1 —V-;IRS ; AIZANSVT ;VT ZF. (1)

p
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G, = 1/R;, 1s obtained for low voltages from the flat segment of IV characteristic
(Fig. 2), where the diode current |4 and the voltage across Rg are neglected.

Tph CD IdlSZ IRpl U Rp v

Fig. 1. Equivalent circuit of PV module
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Fig. 2. Remarkable points of the IV characteristic for the model parameter determination

From (1)
Vv

1 dl
I Rh=—:; G :(_j . (2)

The derivative Gy, is calculated in the range [0,Vg,], which defines the flat part of
the IV characteristic. As a result, the approximate value Ry, 5 is obtained:
VR
Rpa =7 3
sc,dsh Rp

The description according to the input language of the PSpice simulator has the
form:
Rp_a={VRp/(Isc_dsh-Irp)}

The approximate value |, 4 1s obtained from (1) for | = 0 and V = V in the form:

Io,a = s . 4)

loa 1s calculated according to (4) using the following expressions according to the
input language of the PSpice simulator:
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AT1={A*Ns*0.027}
Io a={(Iph-Voc_dsh/Rp a)/(exp(Voc dsh/A1)-1)}

Rs 1s obtained using the slope of the IV characteristic near V,.. The following
equation is used:

V =Ryl +V , (5)

where Vj is the diode voltage.
After differentiation of (5) with respect to |, the equation

Rs =Ry —Rgg (6)

)
v dljv=y,, dv

-1
R :dVd _ d_l
sd dl |v=v,, dVy

The approximate values Ry, ,, Req 4 and R, are obtained from the IV charac-

1s obtained, where

: (7)

V=V

A (8)

V=V,
locE A

teristic in the form:

Voc dsh _VRs
Rsv a=-— | ; Ry a-
Rs

; Rsa=Rsva—Rsya )

The computer realization has the form:

RsV _a={(Voc_dsh-VRs)/IRs}
Rsd a={A1/(Io_a*exp(Voc_dsh/Al))}
Rs a={RsV a-Rsd a}

The parameterized model of the PV module consisting of Ng PV cells connected
in series, is shown in Fig. 3.

T R
@i | [@Re}

d]

WV lel] {eepVTE M, SEIN-VIVDY_AYENs0 2T -1
v =

Fig. 3. Parameterized model of the PV module
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The determination of the values of model parameters is realized using PARA-
METERS statement (Fig. 4).

PARAMETERS: VRs = 32

Isc_dsh = 8.21A IRs = 1.8516A
VRp = 10V Vmpp_dsh = 26.2V
IRp = 8.1856A

Impp_dsh = 7.5679

RsV_a = {(Voc_dsh-VRs)/IRs}

Rsd_a = {A1/(lo_a"exp(Voc_dsh/A1))}
Rs_a = {RsV_a-Rsd_a}

Rp_a = {VRp/(lsc_dsh-IRp)}

A1l ={A"Ns"0.027}

Voc_dsh = 32.9V

lo_a ={(lph-Voc_dsh/Rp_a)/(exp(Voc_dsh/A1)-1)}

Fig. 4. The determination of the model parameters

The simulation result for the IV characteristic of the solar array KC200GT is
shown in Fig. 5. The characteristic 1 (dashed line) corresponds to the datasheet data.
The simulated characteristic 2 (solid line) is obtained by the calculated parameter

values using remarkable points of the IV characteristic (Fig. 1). They match very
closely the datasheet data.

10A

SA-
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T T T
U 10U 20U 30U
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U_U1

Fig. 5. Comparison of the simulation results with the datasheet characteristic

3. CONCLUSION

Behavioral SPICE models of photovoltaic cells have been developed. The model
parameters are automatically calculated using four remerkable points data from the
IV characteristic. The model is built in Capture as parameterized block. The input da-
ta are the short circuit current I, the open circuit voltage V.. and two points from the
flat segments of the IV characteristic from the datasheet. A validation of the model is

performed based on datasheet data of the PV cell and the accuracy of the model is in-
vestigated.
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Abstract. The attractive simulation “Power Quality Teaching Toy”” aimed to help visually under-
standing the single and three phase power quality problems. It has been translated on Bulgar-
ian by a team from Electrical Measurements Department of TU-Sofia and was implemented in
the educational process for the first time during the last educational year. The results ware bet-
ter understanding by the students the physical effects of different events and controls, as well as
the harmonics influence. The team plan to propose to PSL and to Mr. Alex McEachern person-
ally, to add the Bulgarian translation to the web-published versions of PQTT.

Keywords: Interactive education, Self study, Power quality, Electrical power supply, Software si-
mulation

1. INTRODUCTION

Nowadays, more and more traditional teaching methods are replaced by interac-
tive. Trainees from object of the educational process where they passively listen and
watch what the teacher, read and then learned it respective increasingly become the
subject of training where they self-solve problems creatively and work individually
on specific projects. Accordingly, the teacher does not provide ready knowledge and
serves as a kind of filter for the useful knowledge but incite students and helps them
to find their own solutions by participating actively in the learning process.

This tendency is particularly facilitated by the introduction of information tech-
nologies in education. They allow relatively easy to create training programs with in-
teractive activities that simulate real-life situations and help students to be innovative
and learn about real situations that rarely occur in practice, is difficult to find and can
not be ordered optionally.

In the case of electrical energy efficiency during design and commissioning ac-
tivities and for the evaluation of the power quality electrical quality analyzers are
used. They are complex and relatively expensive instruments whose use must be pre-
ceded by training of personnel for safety, proper use of equipment, its setting and grid
connection.

The physical nature of the processes and problems in three-phase systems, their
understanding and their repeated replay to analyze, require visual simulation in real
or laboratory medium.
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Any malfunction of the electrical power supply raises discrepancy of the parame-
ters of electricity, which ensure the normal operation of equipment and are defined as
parameters of power quality. Simulation and reproduction of such discrepancies is
sometimes difficult, expensive and resource-intensive task.

The most inexpensive and yet very useful option is software simulations. In this
case the software is fully responsible to simulate and demonstrate on the computer
display various changes of parameters of electricity. This helps students to under-
stand the most common causes of malfunctions and to get used to diagnose them
quickly and without mistakes. Thus they learn better how to react in different situa-
tions they may encounter in practice.

2. “POWER QUALITY TEACHING TOY” IN THE BULGARIAN
LENGUAGE EDUCATION ON POWER QUALITY

An example of such a product is a software simulator Power Quality Teaching
Toy developed by Power Standards Lab (PSL). It is accessible and comprehensive
tool for simulation of almost any possible discrepancies in power systems. Due to
these qualities the software was fully translated into Bulgarian and steps had took to
the PSL for the official recognition of translation and respectively its inclusion in fu-
ture versions of the program.

Fig. 1 shows the main screen of the program. From this screen relevant sub-
screens can be chosen through which students become acquainted to various aspects
of power quality. They can vary different parameters and watch clearly how this af-
fects the shape of the voltage, current, etc.
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Fig. 1 Fig. 2

On Fig. 2 is depicted "Fundamental power flow” screen. Here students can watch
how the amplitudes of current and voltage and the phase angle of the current
influence the power. They may vary the three parameters and monitor the change of
the curves and power triangle diagram (active, reactive and full). The power factor is
calculated on this screen too.
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Fig. 3 shows the screen “Fundamental sequence vectors®. Here students can ex-
plore virtually balanced, unbalanced and phase-to-phase system. They can show or
hide the main neutral, to see the influence of the magnitudes of different sequences
(positive, negative and zero), the influence of the relative angle of the negative and
zero sequence. They may also hide or show the vector sum.
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Fig. 3 Fig. 4

On Fig. 4 is depicted screen “Voltage Dip/Sag Effects”. It can simulate single
phase/three phase power supply, hide (show) voltage dip/sag respectively for single
and three phase power. There are options for adjusting the amplitude and/or duration
of dip/sag, show (hide) the vector phase to phase. Here students can see various fig-
ures from the standard IEC 61000-4-34.
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Fig. 6

On Fig. 5 is shown the screen "Flicker". Here students can regulate the amplitude
and frequency of the flicker and see how it affects the perception of it. It should be
noted that the screen can be annoying migraine headaches and is not advisable to be
viewed by people with epileptic seizures.
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Fig. 6 depicts the screen “Harmonics concept”. Here odd and even harmonics can
be traced; amplitude and phase angle of harmonics can be varied. Students can watch
pre-set waveforms. It is possible to show (hide) the cursor.

Fig. 7 presents the screen “Harmonic power flow” The screen is similar to the
“Fundamental power flow” but here except changing the amplitude of voltage and
current, and changing the phase angle of the current is possible to choose the order of
harmonic currents and show (hide) cursor.

On Fig. 8 is shown screen “Harmonic sequencing”. Here students can choose
harmonic order to visualize the sequence of harmonics. Showing (hiding) of cursor is
possible.

Fig. 8
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Fig. 9 Fig. 10

Fig. 9 depicts screen “Source impedance and distortion”. The type (three-phase
electronic and single phase electronic) of the load can be chosen. Varying the source
Impedance (resistive and inductive) is possible. Simulation of the resonance imped-
ance as well as varying the resonant frequency and Q-factor are possible too.

Each screen has a corresponding help screen through which the user can familiar-
ize himself with the basics and dependencies related to a preview of a screen. Access
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to help screens is possible by clicking on icon with depicted question mark (?) on
every screen. Sample help screen (to screen “Harmonic concepts™) are shown on
Fig. 10.

3. CONCLUSION

The paper is devoted to the application in the educational process in Bulgaria of
the software simulator named “Power Quality Teaching Toy” developed by Power
Standards Lab. The program is completely translated into Bulgarian language and all
necessary steps had taken for the translation to be included in future official releases
of the software.

Using the program, students can actually learn about various aspects of power
quality without physical simulation of related processes (or wait for their actual oc-
currence in practice). Users can see the real impact of different parameters on power
quality and realize in practice how main electrical quantities are changing when these
parameters are varying.
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Abstract: One of more important tasks of technology in education is to influence creativity upon the
studying practice, to work out methods based on science and to reach some definite didactic
aims. Learning role in the technology of education in telecommunications is the lab studies and
e-learning which comes of the specificity of that definite science — the theoretical electrical en-
gineering. In these lab studies the theoretical knowledge is put under a check and is also hard-
ened. In New Bulgarian University (NBU), teaching theoretical electronics is combined with
practice that motivates the students and urges them to see connection between the theory and
the practice. The organization and the way of practicing as a part of these practical courses in
the program of the Telecommunications Department at NBU are considered in this article.

Key words: Laboratorial studies, technology in e-learning, organization the education of the theo-
retical electric engineering.

1. INTRODUCTION

One of more important tasks of technology in education is to influence creativity
upon the studying practice, to work out methods based on science and to reach some
definite didactic aims. Learning role in the technology of education in telecommuni-
cations is the lab studies and e-learning which comes of the specificity of that definite
science — the theoretical electrical engineering. In these lab studies the theoretical
knowledge is put under a check and is also hardened. At the same time, during these
lab studies lots of questions appear and the students are trying to give appropriate an-
swers all by themselves. In this way they form a sense of scientific work and develop
some interests which, most of the time, are wider than these in the schedules.
Through e-learning the students develop their thinking abilities and they also acquire
a habit of organizing practical training. For example, in our university — The NBU,
there is an e-learning system named “Moodile”. Using this system, the students are
able to read their lectures and try to give appropriate answers to the questions. The e-
learning help students to acquire a good habit for organizing their education process
and more specifically in the field of theoretical electrical engineering. In NBU, teach-
ing theoretical electronics is combined with practice that motivates the students and
urges them to see connection between the theory and the practice [1]. The organiza-
tion and the way of practicing as a part of these practical courses in the program of
the Telecommunications Department at NBU are considered in this article.
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2. ADVANTAGES OF E-LEARNING AND HIS INTRODUCTION FOR
THE PURPOSES OF TRANING IN THEORETICAL ELECTRONICS

The development of e-learning products and the provision of e-learning opportu-
nities is the one of the most rapidly expanding areas of education and training, not
only as a testing method, but also as a leading in the training of students and students
in different disciplines. A significant problem at this moment occurs in the implemen-
tation of the electronic training in this discipline, because ignorance assesses the
methods and approaches in future developments.

In substance, the electronic training assisted development of the training and al-
lowed students to seek resources necessary in educational process. Today e-learning,
as a known - 'is-learning” - is on the path to displace and improve the traditional
training. It is very popular in disciplines such as computer technologies and telecom-
munications.

Unfortunately evaluation and measurement methods are not so popular in Bul-
garia, but in the course of time they are being monitored in several universities. The
advantages of this way of evaluation can not be considered either little or minor. In
the era of high technology and the rapid pace of development of computer technol-
ogy, we are prone to develop ways of assessment, such as e-learning. The rich tools
we have now give us the opportunity not only to integrate the e-assessment but to de-
velop to such an extent that to become a referable way for both students and teachers.

The ways for the electronic evaluation are different and depend on both software
program and the teacher. During the electronic course, it must be taken into account
the number of the trainees and the way that they evaluate the students. In addition to
all the above the teacher has to considerate the type and the specification of the disci-
pline. It is also important to analyze the mindset of the students, whether they will
considerate these kind of evaluation. In most cases, such an approach would have
been profitable, not only in the training in theoretical electronics, but in other disci-
plines. This leads to both win the audience and the students. There are other ways of
electronic assessment which can be representing in universities if they want. At this
time there are both paper works and projects which are the main type of evaluation.
Considering the new age, the electronic training would lead to minimize the discontent
of the students and also would make them to decide whether they would like to take a
test and to receive their grades in home. We are striving to achieve these results apply-
ing e-learning not only in theoretical electronics but also in other disciplines.

Another advantage of the introduction of e-learning is that we can make real con-
nection with the professor or the teacher we want in real time. This will lead to a re-
duction of pointless standing in lecturer rooms in universities [3], [4].

3. RESULTS OF THE INTRODUCTION OF E- LEARNING
IN STUDYING THE THEORETICAL ELECTRONICS

Theoreretical training in electronics should establish regular evaluation of the stu-
dents that will help them during their training. It is also good to introduce laboratory
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(practical) forms of learning theory to course as a NBU and the opportunity to work
with real equipment. In this way, students will be encouraged to do something good
for yourself, which would bring them dividends in the form of assessments and
would help them with their development in the field of computer science and tele-
communications. “Periodic evaluation” shall mean continuous assessment during the
learning process conducted by the teacher in what form he chooses — practical, writ-
ten or electronic form. Whatever form teacher to choose it would be appropriate to
include the electronic form, because she will give the student the opportunity to pre-
pare himself considering that he already has the lectures of the course uploaded on
Internet. Materials uploaded to Internet assist for the development of thinking. Stu-
dents must synthesize and process the information in such that it can help them in
evaluating or in the future. Thanks to the e-learning the development of the students
Is better because it leads not only to autodidaction but also to retrieve and learn useful
information.

Bottom you can see the results of the latest survey of students at NBU where e-
learning was introduced 10 years ago and it developed every year more and more. In
the study involved students from the Department of Telecommunications 120 people,
mainly first and second year, who have passed training in theoretical electronics [2].

STUDY OF THE STUDENTS IN ELECTRONIC TRAINING IIN

THEORETICAL ELECTRONICS

120

100
80
50 -
f-:z NUMBER OF STULENTS
2 | =

TO BETTER IS ABOVE MENTIONED BELOW NO, I'DON'T LIKE IT

Fig. 1. Graphics, showing the satisfaction of the students of electronic training
from the Department of "Telecommunications™ - Theoretical electronics

From the graph we understand that the majority of the respondents fully agreed
with the introduction of e-learning. They believe that it helps them learn the material
better and enables them to acquire specific technical and professional skills.
However, it should not be left in the background the current measurement, as it leads
students to discipline. Forcing them to attend lectures and practical activities that in
our University are required and desirable, teachers gain vision for each student and
see what its development is and what to emphasize, in case they have not understood
what is important.

For students, it is important to see the meaning of their visit to the lectures and
exercises, with this in mind the assessment may be multi. That said, consider the
following: for example, if you enter such assessment must have several components
that students need to be evaluated.
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For example: T1 (current assessment 1) - control work;
T2 (current assessment 2) - exchange work;
T3 (current estimate 3) - discussion.

Another option for evaluation is as follows: T1 (coursework), T2 (discussion), T3
(practical training). The most profitable and the best is suitable third option, which
you can see below. Option three assessment in TE — T1 (electronic test), T2 (dis-
cussion), T3 (practical task). Under this option, the student is allowed to decide
between an electronic test that may be of material that has been taken to date, or is
fixed in advance by the teacher in the discipline, in the case of - TE. It also allows, in
attendance of the lectures to get a score, depending on whether he is active or not.
The third but not least - the practical task which develops thinking technical skills
and to apply in practice, what learned in theory.

Moreover, thus allowing the student to self-analysis, self-assessment and to give
an opinion, either during the lecture or in electronic form. Based on this we can see
that e-learning should become the number one goal, at the start of a given year and to
discuss how to assess for training - Theoretical electronics [2].

As we know, according to traditional didactic, organizational learning is a form of
education, which involves collaboration between educators and learners to build
knowledge and skills to apply them in the learning process of the students. This is
appropriate in order to be processed information from learners and this so
complicated dynamic process to be most effective. Thanks to the introduction of e-
learning in the process of studying the subject - Theoretical electronics, there is a
better success rate of students. As this is achieved, thanks to the unlimited access of
internet and integrated learning environment. E-learning in general has both ad-
vantages and disadvantages [2], [3].

ADVANTAGES OF E-LEARNING

v" Individualization of training

v" Quick and easy access to the requested information

v" Ability to group assessment and training

v" Evaluation of results achieved in the year of the process of training

v" Opportunity for access to the educational content, at any time Communication
between trainees and exchanging opinions and comments, during the training
process

v Minimize the cost of training.

Precisely the construction of e-learning induce us to speak about On-line learning,
Web-based learning, virtual classrooms and universities, "digital” cooperation and
technology support to DE (Distance Education).Thanks to e-learning, as some call it
and transposition into the learning process and in the technical disciplines, but more
closely in learning - Theoretical electronics - not only helps the process of studying
the subject, but it enriches it. This is due to the many opportunities facing students
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(learners), that changing the status quo and implementing rational and imaginative
thinking in students, giving them the opportunity to apply what they have learned in
theory, in a laboratory environment (during practice) and electronically.

E-learning is not only new to the technical disciplines but to all of the educational
systems in our country. It is with this distinguished, NBU, who has introduced e-
learning in all subjects 10 years ago, we can make a comparison — Before / After its
introduction. That is why e-learning and its approaches are very important to the de-
velopment of the training programs and structuring the curriculum in which students
will be trained not only in theoretical electronics, but in general [3].

4. CONCLUSION

In conclusion we can say that the implementation of e-learning in the training of
Theoretical Electronics has to previously analyze the attitudes of the students, to de-
velop approaches to facilitate teachers and students. This requires the development of
the training programs to provide those options - to introduce lectures and other aids
century integrated electronic environment that also serve to help students.
Furthermore, e-learning serves as the introduction of multimedia files and other like,
through which facilitates the learning and reducing the cost. Also, introduction of
integrated electronic learning environment leads to innovative teaching methods and
the introduction of new method of assessment in higher education [2], [3].
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Peztome: B nyoaruxkayuama ce pazenexnrcoam 8bnpocu, C8bP3anu ¢ ONMUMUSUPAHE HA OpeAHU3aAYUs-

ma u Ha pezyamamume om npogedxicoanemo na Onumnuaou no Teopemuuna erekmpomexHuka
(TE) cvc cmyOdenmume om ereKmpomexHudeckume CReyuarHocmu Ha mexuwudeckume BY3
(Bvmpewnu u Penyonruxancku kpveose). Iloneznocmma om npogexicoanemo Ha maxkuéa Oaum-
nUAoU cvbc cmyoenmume e 6e3CNOPHO U He0OXOOUMOCIMA OM MAXHOMO NPOBEHCOAHEe CU OC-
masa. Onumnuaoume OONPUHACAM 3d 3HAYUMETHOMO NOSUULABAHE HA HUBOMO HA 3HAHUSAMA NO
oucyuniunama Teopemuuna eireKmpomexHuka, Koamo e 6a3oea 3a cmyoewmume Om eneKkm-
pomexHuyecKume CReyuaiHocmu, npu maxmomo obyuenuemo ¢ ObOpazo6amenrHo-KeaIUPuKa-
yuonnama cmenen “‘baxanasvp”.
Onumnuadume cv30a6am u 3aCuigam coCmesamennus 0yx y cmyoenmume 6 cbomeemnusi BY3
u medxncoy omoennume BY3-oge. CvOyoscoam unmepeca Ha cbcmesamenume KoM HO-HAMAMbUL-
HO aKMU6HO yyacmue, KaKmo 8 HAKOIKO nopeonu onumnuaou no TE, maxa u kvm cmyoenmc-
Kume HAy4HU cecull, KoM MexcOyHapoOHume npoexmu. Jlaeam ouje u OONbIHUMENHA 8bIMOIC-
HOCM 3a NOJYYA6aHe Ha UHGOpMAYUs 3a HUBOMO HA 0DYUeHUe Ha cmyOeHmume 8 omoenHume
BY3 u cmpemesicvm na 6cexu om msax 0a 20 n0000pA8a b6 8CAKO OMHOUEHUE.

Knrwouoseu oymu: Onumnuaoa no Teopemuuna enekmpomexunuxa, Bvmpewnu kpveose, Penyoaukan-
CKU KPb2

1. BbBEJAEHHUE

Ta3u nyOauKkauusTa € NpoaAbHKeHUE Ha MPEaXoHa Takasa [ 1], KkosTo pasriexaa
BJIMSIHUETO, HEOOXOJAMMOCTTA U TOJIE3HUTE PE3YyATaTH OT MpoBexJIaHeTo Ha Onum-
nuaau no TeopeTuyHa eJIEKTPOTEXHHUKA ChC CTYIAEHTUTE OT €JIEKTPO-TEXHUUYECKUTE
crienuaiHoCTH Ha TexHuuyeckute BY3 (BwTpemnu u Penyonukancku kpbrose). [po-
BEXJAHETO HA TaKaBa OJMMIIMAJA € O€3CIOPHO MOJIE3HO, KAKTO 33 JOMBIHUTETHATA
ITIOATrOTOBKA HA CTYyJEHTUTE, TaKa U 3a MO-TOJISIM UHTEPEC KbM AUCLUILIMHATA Teope-
TUYHA EJIEKTPOTEXHHKA, KOSITO € 0a30Ba 3a CTYJIEHTUTE OT EJIEKTPOTEXHUYECKUTE
CHEIHATTHOCTU TpU TAXHOTO oOydeHuero B (OOpa3oBarernHO-KBaTM(UKALMOHHATA
crenieH “‘bakanapbp”. M3ydyaBaHeTo i B I'bpBU U BTOPU KypC OT €4HA CTpaHa 3at-
PYIHSIBa ChCTE3aTEINTE, 3aII0TO OILIE HE ca MPUAOOMIN JOCTAThYHO 0a30BU 3HAHUSI.



274 07.09.12 — 09.09.12, Sozopol, Bulgaria

I[OH’I)JIHI/ITCJIHI/ITC C6HpKH 3a IIOATOTOBKAa Ha YYACTHHLMUTC B OJIMMIIMAAUTC JdaBatT
BB3MOKXHOCT 3a HATPYIIBAHC Y TAX Ha IMMOBCYC 3HAHHA, KAKTO II0 TCOpCTI/I‘{Ha CIICKT-
POTEXHHKA, TaKa U II0 IIpHUJIaraHaTa B HCA MaTCMaTHUKaA. Tp}I6Ba Jda C€ OTUCTC M ydac-
THCTO B TEC3U C6HpKH Ha 3HAYUTCIIHO IIO-I'OJIEMHUA 6p01>i CTYACHTH, OTKOJIKOTO € 6pO}IT
Ha CbCTEC3aTCIINTC B PCHY6JII/IK3.HCKI/IT€ KpPBIOBE.

2. CbCTOSHME HA ITPOBJIEMA - BBbTPEIIHU KPBI'OBE,
PEITYBJIMKAHCKU KPBI'OBE — OPTAHU3ALIMSA, TEMATHUKA,
HOATOTOBKA, IOAB0P HA YYHACTHUIIUTE

Opranuzaropu Ha PenyOnukanckust kpsr Ha Onumnuanara no TE B choTBeTHaTa
yueOHa rojauHa ca npenojasarenure ot karenpara no TE na BY3-a nomakus, omnpe-
JEJIEH Ha POTAMOHEH MPUHILIMI IPEAX0HATA TOANHA OT yyacTHUIMTE B Hesl. [loaro-
TOBKaTa 3aroyBa C u3MpaiaHe Ha opuuuaiHu nokanu ot BY3-a nomakun, 10 ka-
tenpute 1o TE Ha Bcuuku Texuudecku BY3-oBe B buarapus. B Te3u nokanu ce myo6-
JYKYBaT BeY€ YTBBPAECHU OT BCUUKH JIOCETAIIHNA YYaCTHULIN:

— MpaBuiia 3a MpoBexaaHe Ha PenyO0amKkaHCKOTO ChCTE3aHUE;

- Temaruka Ha PenmyOnukaHckata ctynentcka onummnuana (PCO) o TE;

— MpaBuWia 3a MPOBEPKa U OLIEHsBaHE HAa paboTara Ha ChCTE3aTENUTE, KaKToO U 3a
TAXHOTO KJIACHPAHE;

— rpaduk 3a AaBaHe Ha MPEUIOKEHHUITa Ha cboTBeTHUTE BY3-0Be 3a TexHu uie-
HOBE Ha MPOBEPSBALLOTO KYPH;

— MpaBWiIa 3a MOArOTOBKA Ha BapuaHT 3a 3a1auu 3a PCO no TE ot Bcexku BY3-
YYaCTHUK.

TemaTtukara Ha OnuMnuaaara € no u3dpaHu pasziesn OT MaTepuasna, U3y4aBaH Mo
IUCHUIUIMHATA TeopeTHYHa EJIEKTPOTEXHUKA OT CTYAEHTHUTE OT EJIEKTPOTEX-
HUYECKUTE CIEHUAIHOCTH Ha TexHuueckutre BY3-oBe. Te ca mocodyeHu B MOKaHaTa,
uznpareHa ot BY3-a nomakun. Ha PCO no TE ctyneHTuTe pemaBaTt Tpu 3a1a4u OT
TE3U pa3fenu. Y CIOBUATA Ha 3aJaYUTe ca NMpeajokeHu ot BY3-oBere, yuacTHulM B
PCO. Cytpunra, npenu 3anouBaHeTo Ha PenyOnuKaHCKUs KPbI, )KYPUTO TH Ipynupa
BBHB BapUAHTH M0 MOAXOMAII HAYMH, TaKa 4e J1a ce N30erHe BCSIKaKBa CyOEKTHBHOCT.
CnyyaitHo moa0OpaH cbcTe3aTeN U3TErIIs eIMH OT Te3U BapUaHTH, B IPUCHCTBUETO HA
OCTaHAJIUTE YYaCTHULM B CHCTE3aHUETO, KOETO € aHOHMMHO KaTO KOHKYPCEH H3IUT.
Crnen NMpUKIIIOUBAHE HA ChCTE3AHHUETO JKYPHUTO, KOETO CE€ ChbCTOU OT TPU KOMHUCHUH (32
BCSIKA OT 3a/Ia4UTEe MMa OTAEJIHA KOMHCHS), BKIFOUBAIIM MPENOAABATENN OT pa3iny-
Hu BY3-oBe, nmpoBepsiBa paboTUTE Ha CHCTE3ATENNUTE U KIacHpa YYaCTHULIUTE WHIH-
BUyaJTHO U 10 0TOOpHU. BB Bcekn 0TOOp ydacTBaT MeT CTYJAEHTa, HO B HETOBUS ChC-
Te3aTelieH 0an ce BKIIOYBAT TOYKUTE CaMO Ha I'bPBUTE YETUPUMA CHCTE3ATEIH, C
MakcumaiieH Opoit Touku. [loGeauTenure 10 TPETO MACTO B JIBETE KJlacalluu Mojryva-
BaT MATEPHAIIHU HArpajau U rpaMoOTH, OcCUrypeHu oT BY3-a nomakuH.

Peny6nukanckusT kpbsr Ha CryaeHTckaTa onumnuaza no aucuurniauHata TE ce
IPOBEX]1a OOMKHOBEHO Mpe3 Mecell Mail Ha Tekyiiara yueOHa roauna. BY3-b1 noma-
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KWH npejara narara 3a nposexaane Ha PCO no TE u nocouBa nara, 10 KOATO OcCTa-
Hanute BY3-oBe TpsiOBa 1a qagat cBoeto chritacue. Korato BCUUKHM T€3HW BBIIPOCH CE
U3SICHAT, IOMAaKUHBT ChCTABsS MporpaMara 3a IMPOBEXKIaHE HA ChCTE3aHUETO U S U3M-
paia Ha octaHanute BY3-oBe.

[ToaroroBkaTa Ha CBOMTE ChCTe3aTesd Bceku BY3 mpaBu cam, Kato ToBa ce€ OChb-
IECTBsABA OT NMpenoAaBarenu no TE OT eTHOMMEHHHUTE KaTeIpy Ype3 MPOBEXKAAHE HA
IOMbIHUTETHN 3aHATHSA. [[og00pHT HA YYACTHUIIUTE U CEJCKIUATa UM B OTOOPHUTE
cTaBa CjeJa MPOBEXkKJAaHe Ha BbTpenrHu Kpbrore, KOUTO ca OOMKHOBEHO 1Ba. Te
npeaxoxaar PemyOnukancKus Kpbr.

3a momoOpsiBaHe Ha opranu3anusTa 1o nposexaanero Ha PCO mo TE 6u 6mio

mo-100pe:

— M3MpallaHeTo Ha ouiManHuTe nokanu ot BY3-a nomakus, 10 KaTeApuTe Mo
TE na Bcuuku Ttexnudecku BY3-oBe B bbiirapus na ctane Hali-kbCHO 10 Cpe-
JlaTa Ha Mecel] IGKEMBPH OT TeKylllaTa yueOHa roJuHa;

— MpaBuWJiaTa 3a MpoBeXJ1aHe Ha PemyOIMKaHCKOTO ChCTe3aHUE, CBBP3aHU C Oposi
Ha ChCTE3aTeIUTe B OTOOPUTE, MPOBEPKATA U OLICHSIBAHETO HAa ChCTE3aTENIUTE,
KaKTO M 3a TAXHOTO KJIACHpaHE, JIa C€ CIa3BaT CTPUKTHO U Ja HE UM Ce MPaBAT,
Makap ¥ YaCTUYHU MPOMEHH 0 BPEME HA TEKYIIIOTO ChbCTE3aHUE;

- Heo0XoJuMa € TO-ToJIIMa ChriacyBaHOCT MeX 1y BY3-oBere 1o oTHOIIEHNE Ha
BapUAHTUTE Ha 3ajaunte 3a PenmyOnukaHckusi Kpbr. ChAbpXKAHUETO HA TE3U
3a/1auu TPSOBa J1a ChOTBETCTBA HA TEMATHKAaTa, 00siBEHA B O(UIIMATHATA ITOKA-
Ha, HO HE € HEOOXOAMMO J1a ce (PUKCUPAT METOAMTE, [0 KOUTO MoraT aa Obaar
pelIaBaHy Te3U 3a7a4H;

— Ou Tpsb6Bano na ormagHe orpanmdyenuero ydactHuuute B PCO mo TE ga ca
CTYJIEHTU CaMO JI0 TPETU Kypc Ha oOydeHue Ha OakanaBbpcKaTa CTEIEH, a J1a
MOTAT J]a y4acTBaT U YETBBPTOKYPCHUIHU, aKO T€ >KEJasT.

Oxa3Ba ce, ue npoBexaanero Ha Onumnuanata no TE npe3 Mecen mail Bogu 10
IPEKOMEPHO HATOBapBaHE, KAKTO Ha CTYACHTUTE, Taka U Ha npenojasatenure no TE.
OT enHa cTpaHa € CBBP3aHO C NMPOBEXKIAHETO HA MHOTO MEPONPUATHS €THOBPEMEHHO
— CTyaeHTCKH Hay4YHH CeCHH, oJiuMnuaau mo Maremaruka u IIporpamupane u oie
dbopymu, oTHacsAIIM ce KbM MalickuTe mpa3HUIM Ha HayKaTa U TexHukara. OT apyra
CTpaHa ToraBa € U KpasT Ha JIETHUS CEMECThp Ha CTyJeHTuTe-0akanaBpu. OCBEH TOBa
pasnnunute BY3-0Be umat pasnuunu rpaduiu Ha yueOHus cu npouec. Heooxoanmo
Y BB3MOXHO € Jia ce chriiacyBar BY3-oBeTe u na ce onpenenu no-nmoaxoAsil nepu-
0J1, HaIpuMep Mecell anpuil. 3aToBa ce Hasara BY3-pT qomMakvH 1a HanpaBu Mpoyd-
BaHE I10 TO3M BBIPOC OIIE ChC 3alI0YBAHETO HAa TEKyllaTa yueOHa roauHa U Ja npe-
noxu BapuanTH 3a gata 3a PCO no TE. CBoeTo MHeHUE 10 TO3U BhIpoc BY3-oBeTe-
y4acTHUIM TpsiOBa J1a M3J10KaT /0 Kpas Ha Mecell HOEMBpHU Ha TeKyllaTa yuyeOHa ro-
JMHa, Taka 4e opuluaniHaTa nokaHa 1a ObJe HalpaBeHa HaBpEME.
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3. PE3YJITATH

[TpoBexxnanero Ha PCO no TE umMa 6e3cniopHu U MOJIe3HU PEe3yTaTH:

— OpranusupanuTe JOMBJIHUTENHU 3aHATUA 0 TE CbC CTyAEHTH, MOATOTBSHU 32
yuyactue B Onumnuanara no TE, nmoBuiaBa TAXHAaTa NOATOTOBKA MO JUCIUILIMHATA
TeopeTnuHa eneKTPOTEXHUKA U 3aCUIBA HHTEpECa UM KbM Hesl, 0COOCHO KaTo ce uMa
peaBu, 4ye 1no ydyeOeH miaH yacoBere 1o TE cTaBar Bce MO-MaJIKO U C€ IPEMECTBAT
BCE MO-Hampea B o0ydeHnero Ha OakanaBpute [1, 2, 3]. CTyaeHTHTE, KOUTO y4acTBaT
B JIOMBJIHUTETHATA MOATOTOBKA, ca MO-TOJIsIM OpOil OT ChCTE3aTeNUTE B OTOOPUTE U
ca eIHO CEpHO3HO PO B CTYACHTCKaTa OOIIHOCT;

- Cp3paBa ce cherezateneH ayx y yyactHuiute B Onumnuaaute no TE, kakto
1o BpeMe Ha BwTpemnnurte kpbrose, Taka u Ha PenyOiauKaHCKUs KPbBT;

— YBeIM4YaBaHETO HA 3HAaHUATA Ha cTylneHTtuTe no TE e mpeamnocraBka u 3a pas-
MIMpABaHETO Ha 0a3aTa HA TEXHUTE 3HAHUSA, HEOOXOAMMA KAKTO 32 CIIEABAIIUTE €JIEeK-
TpoTexHuyecku mnpeametru (kato Enektpuuecku uzmepBanus, [1onynpoBOIHUKOBU
€JIEMEHTH U T.H.), Taka 1 3a (POPMHUPAHETO UM KATO CHEIIUATUCTH.

— Crumynupa Bede ydacTBalu CTyA€HTH B eaHa Onummuana, Ja ydacTBaT U B
CJeBalIY TaKUBA.

— Ilpenu3BukBa nosiBa Ha UHTEPEC y CTYJEHTUTE KbM H3CJeA0BaTeNcKaTa padoTa
U cienBamo TsaxHO ydactue B Hayunu kondepenumu u apyru gopymu. Cren kato
3aBbpIIAT MArucThpCKaTa CH CTENEeH Ha oOydeHHe, MHOTO OMBIIM CHhCTE3aTeNd B
PCO no TE, ce HacoyaT KbM y4acTHe B KOHKYPCH 3a JIOKTOPAaHTH U ACUCTEHTH, KaKTO
no TE, Taka v o apyru u3y4yaBaHu BeYe OT TIX AMCLMUIUIMHH IO BPEME HA TSAXHOTO
oOy4eHwue;

- CpOyxJa ce MHTepechT HA TE€3HM CTYJIEHTH U KbM Y4YacTHE B MEXKIyHApPOIHU
POEKTH;

— Ilpu PenyOnukaHCKUs KPBI' €€ OCHIIECTBABAT KOHTAKTH KAKTO MEXAY CTYECH-
TATE OT PAa3IUYHUTE TeXHHUecKkn BY3-oBe, Taka U MEXAYy TEXHUTE MPENOAABATENIN
no TE. Taka craBa Bb3MOXHO 1a ObJ€ MOJydyeHa NOMbBJIHUTETHA MHGOpMAIUS 32
oOyuenueto kakto no TE, Taka u mo Apyru u3y4aBaHu AUCLUMUILIMHU, 32 00YYEHUETO
u 6a3ata Ha BY3-a gomakuH. J[aBa ce Bb3MOXKHOCT J1a C€ ,,CBEpSIBAT YACOBHUIIUTE”
[0 MHOTO CTpaHu Ha o0y4yeHueto B TexHuuyeckute BY3-oe B bbarapus. [lomydasa
Ce €IMH MHOTO I0JIE3¢H 0OMEH Ha OIUT.

— B pasroBopute u guckycuute o Bpeme Ha camute OnuMmnuaau, KOUTO HE ce
OrpaHu4aBaT CaMO B PAMKUTE Ha HSIKOJKO ChCTE3aTENHU 4aca, C€ MOJIy4aBa MHOIO
IIOJIE3HO B3aMMHO OINO3HABaHE, KAKTO W YEIHAKBSIBAHE HA MO3ULMUUTE IO BaKHU
npo0sieMu, €HO CIUIOTSIBaHE Ha KOJIETHATa. TO € MHOTO MOJIE3HO MPY Bh3HUKBAHE HA
nebatu B 00pa3oBaTeIHATA CHCTEMA U 3allUTaTa Ha OOIIUTE TTO3UITUH.

4. I3BOJIM

1. PennyOonukancku u Berpemnu kpbrose Ha Onumnuaau no TeopeTuyHa enekT-
pOTEXHHUKa TpsiOBa Jla ce MPOBEXKAAT, 3al[0TO BOJAU J0 MOJy4YaBaHETO Ha peaulia Io-
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JIOKUTEIIHNA PE3yNITaTH B 00pa30BaTEIHO, METOJMYHO, HAYYHO M COILMAIHO HaIpaB-
JICHUE.

2. [TomobOpsiBaHeTO Ha OpraHMU3AIMITA U TEXHOJIOTHITA HA TpoBexkaaHe Ha OmuM-
nuaaute 1o TE TpsOBa 1a e mocTosiHeH MPUOPUTET KAaKTO Ha JOMAaKHHHUTE, TaKa U Ha
BCHUYKHU YYACTHHIIH.

3. Cp3aanenara Beve J0CTa JIBJITOJICTHA TPAIUIUS TPsOBa 1a Obae ChXpaHEHa, 3a
na Obje 3paBa OCHOBA Ha 00y4eHHETO MO TeopeThuyHa eNeKTPOTEXHHKA.
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Abstract. The newest trends of regional electricity markets development and integration, creation of

large continental electricity grids which will incorporate renewable power sources, highlight
the need for using of regional electric transmission models for load flow calculations in many
different analyses.
This paper shows a database related software solution which enables creation of regional net-
work models from national network models. This solution is developed in the framework of the
European FP7 project SEETSOC [1] as Model Creator for Day Ahead Congestion Forecast as
part of the Transmission System Planning & Operation Tool application [2] . It also includes
creation of forecasted network models on a base of existing models, and network model data
preparation for load flow calculations. This proposed solution is developed in coordination
with the Transmission System Operators from South Eastern Europe and is adapted to its re-
quirements.

Keywords: transmission network, load flow

1. INTRODUCTION

According to the European Strategic Energy Technology Plan [3] and the Euro-
pean Electricity Grid Initiative [4] the main aims for further development of the elec-
tricity grids in Europe are: enabling transmission and distribution of up to 35% of
electricity from renewable power sources, creation of integrated pan-European Elec-
tricity Market, optimization of the electric power system operational costs and in-
creasing the security supply. In order to achieve these goals efficient performing of
different types of power system analyses and procedures is required. The integration
of renewable energy sources into transmission networks requires advanced power
system planning studies. The integration of the electricity markets is impeded by the
congestion at the interconnection lines between countries and it is dependent of the
Congestion Management procedures [5,6] and the increasement of the cross border
transmission capacity by interconnection lines construction. The security of supply is
also dependent of the transmission networks reliability.

All of the above mentioned analyses and procedures comprise load flow calcula-
tions and they cannot be performed only on a national level using the transmission
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network model of one country and network model equivalents for the neighboring
networks, because of the increased exchange of power between countries, the in-
creased number of interconnecting power lines etc.

Today transmission network models covering multiple countries in a region are
used for Congestion Management in the cross border capacity calculation and alloca-
tion and Day-Ahead Congestion Forecast (DACF) coordinated procedures [7,8], per-
formed by the transmission system operators in the European Network of Transmis-
sion System Operators for Electricity (ENTSO-E).

The software solution presented in this paper is developed for creation of regional
forecasted network models for DACF but it can be used for other purposes described
above. The solution enables import or export of network models from UCTE Data
Exchange Format (UCTE-DEF) [9], which is standard format used for network
model description and exchange in ENTSO-E.

2. MODEL CREATOR FOR DACF

The Model Creator is developed as a database related software solution, which is
a new approach, and enables management with the network models on an easy man-
ner [10,11]. The solution provides storage of different national and regional network
models and enables creation of regional network models by merging national network
model, creation of forecasted network models, import and export to UCTE-DEF,
model compare etc. It includes input data validation and advanced network topology
check in order to eliminate possible errors in the models and to prepare them for load
flow calculations.

The Model Creator module consists of the following sub modules:

e Format Converter & Storage Sub Module,
e Export Data Sub Module,
Model Merger Sub Module,
Model Builder Sub Module,
e Load Adjustment & Automated Model Generator Sub Module,
e Model Compare Sub Module.

The principle structure of the Model Creator is shown on Fig. 1.

As it is presented on Fig. 1 the database takes central place in this software solu-
tion, while the sub modules are performing different types of actions to the network
data thus creating new network models.

The database is consisted of two data tables DB Input Tables and DB Output Ta-
bles. The DB Input Tables are used for storage of different network models, which
can be: national or regional models - merged by using this software; forecasted or
snapshot models — with data collected from SCADA. The structure of DB Input Ta-
bles is similar to the UCTE- DEF. The DB Output tables are used for storage of the
data from the network models which are prepared for load flow calculation and its
structure is adapted for the load flow calculation procedure.

The functionalities of the sub modules are described in the following sub sections.
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2.1. Format Converter & Storage Sub Module

The Format Converter and Storage Sub Module provides connection between raw
network model data contained in a UCTE-DEF formatted ASCII file and the DB In-
put Tables in the database. It reads one or more UCTE formatted files describing na-
tional or regional networks, incorporates error checking and warning mechanisms
that check the validity of the input data and stores the data into the database for fur-
ther use. In this procedure the code, date and the time of a network model are ex-
tracted from its file name and put into the database. This data is used for identifica-
tion of different network models.

2.2. Export Data Sub Module

This sub module allows export of a selected network model from the database to
UCTE-DEF file format. The selection of the model is done by the user by entering its
code, date and time.

2.3. Model Merger Sub Module

The Model Merger Sub Module enables creation of regional network models by
merging national network models. It is one of the most important features of the
Model Creator alongside with the creation of forecasted models.

The model merging procedure starts with selection of multiple national network
models from the DB Input Tables. The data from these models is put into a single
dataset. Afterwards the connection of the networks is done at the bordering, so called
X-nodes. In the connection process certain active power imbalance could appear in
the merged network model. This imbalance is distributed at the boundaries of the re-
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gion and the regional network model is finally created and written to the Input DB
Tables [7].

In order to enable description of transmission networks which are part of greater
synchronously interconnected power system and network model merging the UCTE-
DEF includes definition of X-nodes as fictitious nodes located at the electric middle
or at the geographical boundary on the interconnecting power lines [7]. When we
want to represent a network which is a part of an interconnected power system the
power flows at the interconnection lines are simulated by adding load or generation at
the X-nodes. This way the active power balance of the model is maintained.

Because the exact power flows at the interconnection lines are not known before
the creation of the merged network model and load flow calculation, often estimated
values are set by the TSOs in its national network models as load and generation at X-

nodes. The active power balance P, oo Of a national network QQ is equal to the sum
of load minus generation at its X-nodes. It is positive if the country exports active
power or negative if the country imports power and it can be calculated by using the
following equation:

PBALQQ = ieXZQQ(Pi - Gi) (1)

where XQQ is a set of X-nodes at the national network model QQ.

Because estimated power flows at the interconnection lines are used sometimes
different TSOs can use different flows in their models for the same interconnection
line i.e. different injections for the same X-node. Therefore if the networks are simply
connected at X-nodes an active power imbalance appears i.e. the power balance of the
region calculated as sum of national balances of the countries from the region, differs
from the sum of injected power at the X-nodes located on the boundary of the region.
The X-nodes at the boundary of the region are known as non-paired X-nodes and
marked as set XNP. This imbalance P,z can be calculated by the equation (2):

PingaL = Z PBALj - Z(Pu _Gi) (2)

jeC ieXNP

where C is the set of countries in the region.

In order to achieve active power balance in the merged regional network model
this imbalance has to be somehow distributed to the non-paired X-nodes. The pro-
posed software solution distributes the power imbalance over a subset of selected
non-paired X-nodes XS and the distribution method is pro rata regarding to the previ-
ous (old) active power injection by using equation (3) [10,11].

‘(Piold _GiOId )‘ _
AR =P g Z ‘(P-OId _ G )‘ e
j j

jeXxs

XS (3)
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If only loads with zero active power injections have been selected, the additional
load would be distributed over selected nodes equally.

At the end of the merging procedure the status of both sections of each intercon-
nection is checked. If the topology status is not equal for both sections, the whole in-
terconnection line is switched off, as well as the corresponding X-node.

2.4. Model Builder Sub Module

The Model Builder Sub Module is used for preparation of the data from a model
selected from DB Input Tables for load flow calculation. This sub module changes
the data structure of a network model into a more suitable form for load flow calcula-
tions and performs different tests of the network model in order to ensure efficient
and correct calculation of load flow.

For example, the data structure of the Input DB Tables is similar to UCTE- DEF
and it contains different data tables for lines and transformers, also there are addi-
tional tables which describe the voltage regulation properties and tap position of a
transformer etc. Therefore this data format is not appropriate for the load flow calcu-
lation which require list of branches with its equivalent parameters, no matter
whether they are lines transformers etc. and list of nodes and its power injections.

This sub module includes the following functionalities in order to ensure efficient
and correct calculation of load flow:

« small impedance branches and bus coupler elimination;

. topology check;

« node numbering (indexing), assigning index 0 to the global slack node;
- active power balance check;

« per unit conversion and calculation of line and transformers parameters;
« model data writing into the DB Output Tables.

2.5. Load Adjustment and Automated Model Generation Sub Module

The Load Adjustment and Automated Model Generator allows creation of fore-
casted national network models by using existing base network models from the da-
tabase and input data from the user. This functionality is very important for DACF
but it is also useful for cross border capacity calculation and power system planning
studies.

Because the network elements parameters and the way they are connected are not
changing in time the most of the network data for the forecasted network model can
be taken from the, so called, base model. The other data that is changeable with time
have to be provided by the user. In this software solution a special LAAMG CSV file
format, for this purpose, was developed. The program enables creation of future net-
work models for multiple hours during the day. The user should enter the following
additional data for each hour:

« total system active power load,
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- total active power import/export,

- active power generation at generation nodes,
- active power load at certain nodes,

« changes of network topology.

The LAAMG Sub Module is used in a three step procedure. In the first step, an
empty LAAMG CSV file is created. It contains list of all generation and load nodes
from the base model, but no data for the future load or generation.

In the second step, the data for total system active power load and total import or
export, for each hour for the forecasted models, should be added to the LAAMG CSV
file. Also the active power generation at each generation node should be entered from
the generation schedule. The data for some load nodes can be added if it is available.
For each load node without provided load for the forecasted model, the user sets
whether the load data will be taken from the base model or to be adjusted pro rata in
order to meet total system load. The changes of the network topology i.e. the switch-
ing of certain network elements should also be entered in the LAAMG CSV file.

In the third step the forecasted network models are created by using the data from
the base scenario and from the LAAMG CSV file and written to DB Input Tables.
More detailed information for the LAAMG CSV file format and the pro rata calcula-
tion of forecasted load is provided in [10,11].

2.5. Model Compare Sub Module

The Model Compare Sub Module enables visualization of the network model data
and visual comparison of different network models. This is very useful when han-
dling with many different network models in the database so the user can compare
them and find similarities or differences between them.

3. CONCLUSION

From this paper we can conclude that the presented database related software so-
lution for storage and creation of regional network models and forecasted network
models could be very useful in the every day work of operational planning of the
TSOs. The software facilitates the creation of network models for DACF, cross bor-
der capacity calculation and also it can be used for power system planning purposes.
This solution can also be used for these purposes by researchers.
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1. INTRODUCTION

Set up of national day — ahead balancing mechanisms looks essential for the secu-
rity of electricity supply in each country. National Balancing Mechanism (BM) is un-
avoidable market instrument for the Transmission System Operators (TSO) dispatch-
ing service for solving the power imbalances and network constrains in his control
area. During the operating (delivery) day, the TSO balances the market and dis-
patches generation according to dispatch schedule. Intra — day deliveries on the BM
Is primarily meant to resolve the balancing needs of those Balance Responsible Par-
ties (BRP) that are unable to meet their obligations.

The same phases can also be imagined for a regional context, where the schedules
address cross — border power exchanges, with the important advantage [4]. The
SEETSOC project addresses the needs of South-East European TSOs in harmoniza-
tion and integration of the region with the rest of the European power network. One
of objectives of project is design, development and testing of the regional balancing
mechanism module (RBM) and his integration with all modules in the SEETSOC
platform [1].

RBM procures up-ward regulation in power deficient area and down-ward regula-
tion in power surplus area at Regional Market for Balancing Energy (RMBE) prices.
RMBE is of interest, particularly, for releasing cross — border constraints (power
flows kept at or below limits) and for the control areas with permanent/temporary
weak balancing resources. Resolving deviations from Cross Border (CB) exchange
schedule by seeking bids and offers via the RBM to reduce or increase generated out-
put as appropriate would raise the question of additional capacity payment; this could
be achieved by acquisition of ancillary System Services (SS) on the centralized na-
tional (regional) market prior to offering on the RMBE.
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2. SEETSOC RBM PROGRAM

The SEETSOC RBM program is a set of software modules which implements the
regional balance mechanisms used by market operators as the backbone of the energy
market transactions. The RBM software solution for both the Day-Ahead and Intra-
day RMBE functions of the business process is described in the SEETSOC deliver-
able D5.1.2 — Software Implementation [2].

The RBM for both the day-ahead and intraday transactions determines the trans-
action volumes and payments resulting from the selected offers in a three — step pro-
cedure, namely:

e Placing of offers for each balancing interval and each balance energy type fol-

lowed by their formal acceptance / rejection.

e Offer selection. A fixed and firm schedule bidding for the balance energy is
carried out that ensures transaction selection and pricing, i.e. the establishment
of regional market for balance energy clearing prices.

e Notification and transaction settlement. The schedule is executed during the
dispatching day (D). For each balancing interval, the imbalance quantity —
price pair is established based on the final dispatch order for the BE purchase.

e In order to support this three-step procedure, the RBM has to perform an addi-
tional set of tasks, such as:

e Managing the users who are placing bids and performing transactions

¢ Allowing the operators to monitor the transactions and record any difference
between scheduled and delivered quantities

e (Generating reports of the performed transactions for the use of the operators

3. HOW DOES RBM SOFTWARE WORK?

For TSOs

The representatives of each TSO can submit bids to be considered for transac-
tions, usually from the web interface accessible to them. The bids are encoded in a
standard XML format, so they can be generated by any in-house tools compliant with
the standard with only trivial modifications — but a reference implementation of such
a graphical tool, which can also submit the offers by connecting directly to the server,
Is also provided [3], [4].

Once the bids are accepted, they enter the selection process and the representa-
tives are notified if they were accepted for scheduling, as well as of any necessary
change of delivery parameters. Representatives can also track the status of their bids
in real-time, and have access to all the bids they have submitted through a simple web
interface — figure 1.
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Fig. 1. User interface: viewing the bid history

For operators

Market operators can perform offer selection and scheduling from a dedicated in-
terface, and can keep the delivery statuses up-to-date using a simple web interface.
As scheduled transactions are performed, they can generate the required payment in-
formation.

Operators can also perform user management functions as well as various main-
tenance operations which are required for the smooth functioning of the RBM sys-
tem.

S

Tertiary Upward Regulation Merit Order

Merit order and clearing:

Submi order forwerification and committing:  Submit Quaery
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Tr e o

Buying
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Exaumple TS0 1 4 2 25 165 g A,
Example TS0 2 4 2 25 165 Ted A,
Example TS0 1 1 3 25 180 Tas A,
Exampls TS0 2 1 F] P ] Ha 190

______

Fig. 2. Operator interface for generating merit order information
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Fig. 3. Administrator interface: editing the parameters of a scheduled transaction

3. THE SEETSOC RBM IMPLEMENTATION

The server-side software modules are implemented in the Python programming
language, using web2py — a well-established, enterprise-class, Open Source frame-
work, distributed under a highly permissive license — to integrate the back-end busi-
ness logic with the user interface. The choice of Python and web2py makes the RBM
program effectively platform-agnostic: it can run on any operating system that can
run Python and a web server (including Windows, Linux and Mac OS X), and can
use any widely-available database management system — including the popular
MySQL and PostgreSQL, but also highly scalable systems such as MongoDB.

Some of its functions, which are required for integration with desktop clients, are
also available through web services implemented using the standard SOAP protocol.

These two traits result in a great deal of deployment flexibility. Platforms can
even be switched seamlessly — it is possible to move from one hosting system to an-
other, changing everything, from the web server to the database management system
used, and the system will continue to run without any data loss. Secure access can be
granted using the HTTPS protocol, which is supported by any modern web browser
and operating systems, and results in a well-encrypted, secure communication that
ensures the security of transaction-related data.

The reference desktop client is implemented in C++, using the cross-platform ap-
plication framework Qt — an Open Source application framework for desktop applica-
tions that runs on all major operating systems and even on mobile platforms. How-
ever, the platform is not tied to its use — as the encoding of the bids is an open stan-
dard, any client that complies with it can be used.

4. TEST RESULTS FOR THE SYSTEM

Offers have been uploaded and system tests were performed to ensure the proper
functionality of the whole modules assembly.
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Downward Tertiary regulation

Data were loaded in XML format files and the program filters data in conformity
with the specifications; the results are presented in Table 1. Sell and buy issues were
treated separately and the accepted offers are specified. The accepted offers are mar-
ked A in the last three columns of the Table.

Table 1. Downward Tertiary regulation

TERTIARY REGULATION OFFERS
Transac- | Trans_ | Time Stamp . .
Sender | No tion Day | Interval (Server) Type| Direction

Offer

Pair | TSO1 | 1 |21.01.2012| 2 20.521..22212 Sell | Downward | 1| 2 | 3
Price | TSO1 | 1 |21.01.2012| 2 20.521..22212 Sell | Downward | 40| 45 | 50
Quantity| TSO1 | 1 |21.01.2012| 2 20.521..22212 sell | Downward | 15| 12 | 22
Accepted| TSO1 | 1 |21.01.2012| 2 20.521..22212 Sell | Downward | A | A | A
Offer

Pair | TSO2 | 2 |21.01.2012| 2 20%..12812 Sell | Downward | 1| 2 | 3
Price | TSO2 | 2 |21.01.2012| 2 20%..12812 Sell | Downward | 25| 30 | 33
Quantity | TSO2 | 2 |21.01.2012| 2 20%..12812 Sell | Downward | 20| 22 | 37
Accepted| TSO2 | 2 |21.01.2012| 2 20%..12812 Sell | Downward | A | A | A
Offer

Pair | TSO3 | 3 |21.01.2012| 2 20'551;12312 Buy | Downward | 1 | 2 | 3
Price | TSO3 | 3 |21.01.2012| 2 20'551;12312 Buy | Downward | 30| 32 | 35
Quantity | TSO3 | 3 |21.01.2012| 2 20'551;12312 Buy | Downward | 10| 12 | 14
Accepted| TSO3 | 3 |21.01.2012| 2 20.;)51..12;)12 Buy | Downward | A | A | A
Offer

Pair | TSO4 | 4 |21.01.2012| 2 20%.3312 Buy | Downward | 1 | 2 | 3
Price | TSO4 | 4 |21.01.2012| 2 20%.3312 Buy | Downward | 33| 40 | 51
Quantity| TSO4 | 4 |21.01.2012| 2 20%.3312 Buy | Downward | 17| 19 | 11
Quantity| TSO4 | 4 |21.01.2012| 2 20%.3312 Buy | Downward | A | A | A
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Fig. 4. Software results for Clearing Price - Downward Tertiary Regulation
5. CONCLUSIONS

The RBM system has a modular design using standard interfaces and XML-
formatted messaging, web-based interfaces and web services for the system users. It
could also be a stand-alone program which can be installed anywhere in a TSO’s op-
erational network and integrated into the existing Market Management Systems
(MMS) which are used in the TSO run centralized electric markets.
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Abstract. In the paper algorithms for calculation of NTC — Network Transfer Capacity and ATC —
Available Transmission Capacity are reviewed. By using the contents of the UCTE file format
(Universal format for exchanging data about power grids) a power network model can be cre-
ated using a software module thus allowing simulation of the transfer/transmission capacities
of the network by changing power of generator nodes.
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1. INTRODUCTION

One of the important tasks of the Power engineer working with power lines is to
know for a given period what the transfer capacity is during different power condi-
tions. This can prevent outages, and the lines can be used with greater efficiency. In
order to apply algorithms for calculation of NTC and ATC, a model of the power
lines/gird should be created. This can be achieved using UCTE file format, which is
European standard for describing data exchange between power grids. A software
module was developed to create a power network model from the UCTE file. Once
the model is created power generator nodes can be changed in order to simulate lower
or higher power consumption. This is done by defining Import and Export lists of
generators. In order to simulate increased consumption, the load for the Import gen-
erators is increased using specific algorithms. From the other side — the export list —
the load is decreased. This leads to increased amount of power load for lines connect-
ing the import and export generator nodes. The increasing and decreasing of power
load is done by steps. On each step depending on the algorithm, the Import List are
increased, the export list generator nodes are decreased. This module is sent to Load
Flow calculation procedure that detects the outages in the lines. If there aren’t out-
ages, the next step is performed. Additionally a list of outages can be created, so
every time when calculation is made, one of the line is set to be an outage. These
simulations are important, because there is an EU rule, which requires N+1 rule to be
applied. The meaning of the rule is to provide security/stability if there is a fail-
ure/outage/power down in one of the power line, the rest can work without it. The
software module provides the configuration of the NTC calculations, and the results
from the associated calculations are saved in the database.
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2. THE CALCULATION METHODOLOGY AND ALGORITHM

The software module uses flow chart depicted in Figure 1. The first step of the al-
gorithm is to select a power grid model. The second step is to define what will be the
Export Area and Import Area. Multiple countries (only countries in the previously
opened model) can be selected. Power distribution algorithms should be selected for
both Export and Import areas. The increase step in MW, and Max Simulation Range
in MW should be defined before proceed to next step. With defining the Outage and
Monitoring list, all of the necessary steps for configuring NTC calculations are done.

Selecting Model (UCTE
Basec)

A\ 4

Selecting Importing/Exporting
Countries

Is there a information for selected
Countries in this mode

Selecting Generators from
Importing/Exporting Countries

v

Choosing power distribution
algorithm and Step and Limit

Are the Maximum and Minimurr
Constraints permissable?

Choosing Monitoring List

v

Choosing Outage List

Fig. 1. Flow chart of the module
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Definition of:

Outage list,

Monitoring list,

Exporting system/systems,

Importing system/systems,

Step to increase/decrease production/consumption,

Max limit of increase/decrease of production/consumption,
Type of production and/or consumption change:

I. Proportional to reserve (dPg),

II. Proportional to engagement (Pg),

III. According to generation Shift list.

Voltage and load flow thresholds to be reported for the concerned border-
direction-period.

NTC/ATC calculation and reporting for the concerned border-direction-period
(for year ahead, month ahead and week ahead time periods):

Where:

Usage of defined settings under step (2) for NTC calculation.
Base case calculation: n-1 calculation for base case (without increase/ de-
crease in production/consumption).
Reporting on contingencies in base case (voltage out of limits or load
flows out of limits).
Change case calculation: n-1 calculation for each defined step of increa-
se/decrease of production/consumption until the defined limit is reached
(for increase/decrease of production/consumption usage of algorithm for
defined type of production and/or consumption change: Proportional to
reserve (dPg), Proportional to engagement (Pg), According to generation
Shift list).
Reporting on contingencies in change case (voltage out of limits or load
flows out of limits).
In all steps during the calculation of NTC values, the Capacity Module
stores the model in a binary file.
Calculation of TTC (Total Transfer Capacities) for the concerned border-
direction-period:

TTC = BCE + AEmax

BCE - is the Base Case Exchange (these values are scheduled),

AEmax — is the Maximum shift of generation that can be assigned to areas
without any violation of the N-1 security principle.

Calculation and reporting on overall NTC/ATC calculation results for the
concerned border-direction-period:

TTC =BCE + AE
NTC =TTC - TRM
ATC=NTC-AAC
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Where:
The values of TRM can be selected in two different ways:
— TRM is the predefined Technical Reliability Margin (100 MW for 400
kV OHLs, SOMW for 220 kV OHLs),
— The value of TRM can be manually selected.
AAC - is the Already Allocated Capacity in the past for the concerned
border-direction-period.

e Creation of the final NTC/ATC calculation report and storage in DB.
NTC/ATC evaluation and reporting for the concerned border-direction-
period (for the week ahead (optionally), day ahead and intra-day periods):

e Usage of stored NTC results from the past,

e Usage of stored allocation results from the past,

e Algorithm for available transmission capacity - ATC evaluation:

ATCnew = ATCold - AAC £ RM

Where:
ATCnew — is the new evaluated value of available transfer capacity,
ATCold — is the old value of available transfer capacity,
AAC - is the Already Allocated Capacity in the past for the concerned
border-direction-period,
RM - is the reliability margin for the concerned border-direction-period.
Creation of final NTC/ATC evaluation report is stored in database.

3. POWER DISTRIBUTION ALGORITHMS

In order to simulate export from one area to another, the generation of energy
should be increased in the exporting area, while the generation of energy should be
decreased in the importing country. The generation of energy of the importing coun-
try is decreased by the same amount as the increase in generation of the exporting
country. For example, if the total increase of generation in the exporting country is
1000 MW, the total decrease of generation in the importing country should be 1000
MW. The means to distribute 1000 MW to the generators depends on the selected al-
gorithm:

e Proportional To Reserve — This algorithm is based on the assumption that gen-
eration will be increased/decreased based on the reserve capacity of the genera-
tors (the difference between the current rate of generation and the maximum
permissible). In particular, if a generator has a maximum permissible power of
200MW, but works on 100MW, there is a 100MW reserve. Thus, for each of
the generators, the reserve is calculated and the increased power is distributed
proportionally to the reserves.

e Proportional To Engagement — This algorithm distributes the increase of gen-
eration based on the current rate of generation, so generators that generate
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more will have a larger coefficient and more power should be distributed from
them.

e (Generation Shift List — Here, generators generate power according to a merit
order taking into account the maximum and minimum production.

The user enters values for the Step and Limit parameters. Limit is the total power
increased at the end of the simulation and Step is the amount of power that should be
increased in each step. For example, if the limit is 1000 MW and the Step is 100
MW, there will be 10 steps and each increasing power by 100 MW. The first step will
be 100 MW, the second step 200 MW, the third 300 MW and so on until the 1000
MW limit is reached. If the first algorithm 1.e. proportional to reserve, is selected, the
program checks for constraints (maximum and minimum levels), so that if a particu-
lar generator generates more than the maximum permissible power, this particular
row in the table list (Fig. 2) will be coloured in red - otherwise it is white. The same
check is carried out for generators that are in the importing area, but these are com-
pared to the minimum permissible power, since most generators have a minimum
working limit and cannot work under this limit.

i Gererators Lt - e — - - i

Mlethoa

Propomonal To Raserve (i, & Froporonal To Reserve (aPg)

Frifviii oK

Fig. 2. Generators list table

4. CONCLUSION

A methodology for simulation and calculation of NTC and ATC based on using
UCTE file is studied in this paper. By using the software module developed for
Transmission Capacity, the power engineer can simulate and calculates where the
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weak points of the network — where outages will appear, and whether the lines will be
effectively used.
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Abstract. In the paper are presented features and advantages of using geographical information
system in the field power networks. Visualization of power grids, transformer substations and
generators can be automatically generated using data from UCTE file and assigning to them
GPS Coordinates. Helpful information can be gathered from web services like weather infor-
mation, population of given visualizing all kinds of data on one screen. This would provide an-
other point of view and source of information for the Power engineers and analytics.

Keywords: GIS, Power Grids, GPS, UCTE

1. INTRODUCTION

Geographical Information System (GIS) is a software module that can visualize
POl — Points of Interests. In this case they are Power Lines, Transformers and Gen-
erators. GIS module is customizable and can be used for interactive visualizing of re-
sults of other modules.

The GIS module is customizable and can be used for interactive visualizing of the
results of the other modules. GIS uses OpenStreetMap web services for downloading
the contents of the map. Features such as searching through an interactive map, navi-
gation with GPS coordinates are also useful when interacting with it.

2. STRUCTURE OF THE GIS

The GIS Project contains four subprojects. The GIS visualization layer, TabGis-
Control — provide interactive menus and features such as extensibility that functional-
ities from other modules can be implemented in it. The UCTE Map provider converts
the UCTE files and assign them with a GPS coordinates. This way, nodes from the
UCTE file, can be visualized on the screen.

OpenStreetMag -
Map Provider .
TabGis
Contro
Geographical | Ul\ng GIS
Data Provider
LoadFlow

Fig. 1. The GIS structure
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There are two choices regarding the implementation of the GIS system. Web ba-
sed GIS system and Desktop Application (Windows application)
e Web Application — works on every platform, but is hard to manage, secure and
support. There is considerably higher security risk.
o Desktop Application — This technology can provide rich user experience,
smooth animations, and validation of data. The technology is also very flexible
and various features can be implemented with it.

2.1. Desktop Application

The GIS is implemented as a desktop application. Following features are available

by using this approach:

» Advanced visualization techniques. If there is a need, we can easily display real
time data, trends and complex animations.

» Enhanced security — we can implement any security protocol, and also — with-
out application there is no access to database. This will eliminate need of inter-
net browsers, and internet servers to host the application

» Deployment only to authorized personals — access to data will be only through
application, and internet is only for data exchange.

» Deployment with “One Click” technology. Last version of application is stored
on server, and with one click, user can execute application locally.

« Easily connection with pc hardware or services on local PC if there is a need
(OPC server, PLC trough serial communication or other)

 Real-time validation of data, or other complex logic

 Application can use Web Services

» Advanced file compression, encryption, interpretation

Fig. 2. A Model of Bulgarian Major Power Network visualized in the GIS.
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2.2. Web Application

Internet applications run on a specialized Web Server which is a host. This server is
also the host of the web applications. Additionally, adatabase server is required on a
separate server, so two servers should be connected in order to exchange information.

Features of the Web based technology

* Runs on every platform, and almost every Internet browser

» There is no need of deployment, only updating server

» Can use web services

There are some drawbacks for internet application:

* Need of 24/7 support for internet server and backup

* Need of constantly updating internet server and internet browsers to prevent

hack from exploits

3. CONSIDERATION FOR MAP PROVIDERS

The decision according to the aforementioned choices was to implement the GIS
system as a desktop application. There is one major drawback in Web GIS. Almost
every map provider (Google, Yahoo, Microsoft etc.) has limitations in the use of the
free version of the maps that are incompatible with the purpose of the system under
design. To use, for example, Google maps in a web site, all uploaded information
must be visible to every user in the internet. The site must be non-password protected
and publicly visible. Microsoft and Yahoo have similar conditions for using their
maps. In order to have secure and non-visible maps for everyone, Web GIS must be
obtained with corporate license which is beyond the scope of a research project.

On the other hand, if choosing a desktop application, only the geographical data
such as terrain, towns and other can be downloaded. All the geographical data can be
visualized in a background layer. On the front layer, POI (Points of interests) from
the project’s database can be added without compromising the security model of the
visualized data. In that way, a map provider database is not used but only the geo-
graphical data.

The description of the major map providers follows. By using a desktop applica-
tion, most of the drawbacks stemming from the license the map providers offer are
not valid.

e Google Maps
Microsoft Bing Maps
MapQuest
Yahoo Maps
OpenStreetMap

3.1. Google Maps

Google maps are the most used GIS system in the world today. The system is
free, for demonstration purposes, and for embedding in Web sites. The down-side of
free version is the code must be made publicity visible, and open source. This isn’t
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appropriate for the GIS project since the Power Network Models represents the infra-
structure that may be critical for a country’s security and thus it cannot be made
available online to any user in the Internet. There is a paid version but the prices and
conditions fell beyond the scope of the developed GIS requirements. Google maps
also have very useful features such as:

Full detailed map of all countries, with city, regional and municipality borders
POI - Point of interests.

Added points on map.

3D visualization of terrain.

Measurement of roads, elevation and other

Satellite pictures or Road Map view.

Many useful services.

Work on all smartphones (iPhone, Symbian, Android, Blackberry and etc)

3.2. Microsoft Bing Maps

There are many useful features in these maps, especially from the Developer’s
side. Microsoft has very good tools for development and easy integration with other
applications. For the GIS project purposes, the tools and technology cover all the re-
quirements and have been selected as the implementation platform for the GIS mod-
ule. Some of the salient features they offer are:

Terrain details are also available in 3D mode.
Finding, viewing, and printing driving directions
Traffic viewing (in several major cities)

User points of interest that can be stored and shared
Drawing on maps

A location finder that can locate the user's location
Integrated route calculation

3.3. MapQuest

Map Quest is one of the first digitalized maps. They are free for using, but there
are no good tools for development.
MapQuest offers:

Maps of all countries

Road names, length, elevation and other information
Very simple for using

Used from Yellow Page services

Working on some mobile phones

3.4. OpenStreetMap

OpenStreetMap allows you to view, edit and use geographical data in a collabora-
tive way from anywhere on Earth.
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e Maps can be download entirely, or partially for specific regions
e Roads, Cities, Towns, Villages, Country Borders, Rivers, Lakes, Airports
e Freetouse

The biggest advantage of the OpenStreetMap is that it is free to use. Other map
providers require payment or public visibilities of contents in order to use them. Final
decision was to use OpenStreetMap, which is open and free. Many new features and
POI was introduced when we started to work with it such as:

Addresses
Aerialway
Aeroways
Airports

Barriers
Boundaries
Buildings
Railway stations
Waste Processing
Waste Processing
Waterways
Power

4. CONCLUSION

Using modern technologies such as Geographical Information System provide a
new way of representing information in the Power Networks. It is very easy to create
a power model for any given country by using UCTE file which describes all of the
objects/nodes in the power networks. Many advantages can be achieved with visual
representation of the power networks such as: connectivity and relative distance to
major cities and factories which are major consumers, visual representation of most
often outages, regional and social information and statistics.
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